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Part 1

Motivation and Basics of Abstract Measure
Theory





CHAPTER 1

Motivating Problems of Measure Theory

1. The Problem of Measurement

A basic (and very old) problem in mathematics is to compute the size (length, area, volume) of
geometric objects. Areas of polygons and circles can be computed by elementary methods. More
complicated regions bounded by continuous curves can be attacked with methods from calculus.
But what about more general subsets of Euclidean space? Does it always make sense to talk about
the (hyper-)volume of a subset of Rd? What properties does volume have, and how do we compute
it?

We will consider these general questions as the “problem of measurement” in Euclidean space
and discuss some approaches to a solution.

2. Riemann Integration and Jordan Content

A good first attempt at solving the problem of measurement comes from the Riemann theory of
integration. The basic strategy is to approximate general regions by finite collections of boxes (sets

of the form B =
∏d

i=1[ai, bi]). For such a box B, we declare the volume to be Vol(B) =
∏d

i=1(bi−ai)
and use this to define the volume of more general regions. We will now make this idea rigorous.

Definition 1.1: Darboux Integration

Let B =
∏d

i=1[ai, bi] be a box in Rd, and let f : B → R be a bounded function.

• A Darboux partition of B is a family of finite sequences (xi,j)1≤i≤d,0≤j≤ni
such that

ai = xi,0 < xi,1 < · · · < xi,ni = bi for each i ∈ {1, . . . , d}.

Figure 1.1. A Darboux partition in dimension d = 2 with
n1 = 4 and n2 = 6.

• Given a Darboux partition P = (xi,j)1≤i≤d,0≤j≤ni
ofB, the upper and lower Darboux

sums of f over B are given by

UB(f, P ) =
∑

j∈
∏d

i=1{1,...,ni}

sup
x∈Bj

f(x) ·Vol(Bj)
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and

LB(f, P ) =
∑

j∈
∏d

i=1{1,...,ni}

inf
x∈Bj

f(x) ·Vol(Bj),

where Bj is the box
∏d

i=1[xi,ji−1, xi,ji ], and Vol(Bj) =
∏d

i=1(xi,ji − xi,ji−1) is the
volume of Bj.

y = f(x)

x

y

y = f(x)

x

y

Figure 1.2. Upper (red) and lower (blue) Darboux sums of
a function f over an interval (d = 1).

• The upper and lower Darboux integral of f over B are

UB(f) = inf{UB(f, P ) : P is a Darboux partition of B}

and

LB(f) = sup{LB(f, P ) : P is a Darboux partition of B}.
• The function f is Darboux integrable over B if UB(f) = LB(f), and their common
value is called the Darboux integral of f over B and is denoted by

∫
B f(x) dx.

Proposition 1.2

A function f is Darboux integrable if and only if it is Riemann integrable. Moreover, the
value of the Darboux integral and the Riemann integral (for a Riemann–Darboux integrable
function) are the same.

Definition 1.3

A bounded set E ⊆ Rd is a Jordan measurable set if 1E is Riemann–Darboux integrable
over a box containing E. The Jordan content of a Jordan measurable set E is the value
J(E) =

∫
B 1E(x) dx, where B is any box containing E.

Jordan measurable sets include basic geometric objects such as polyhedra, conic sections, regions
bounded by finitely many smooth curves/surfaces, etc.

Definition 1.4

A set S ⊆ Rd is a simple set if it is a finite union of boxes S =
⋃k

j=1Bj .
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If the boxes B1, . . . , Bk are disjoint, then the volume of the simple set S =
⋃k

j=1Bj is Vol(S) =∑k
j=1Vol(Bj). If some of the boxes intersect, then the volume of S =

⋃k
j=1Bj can be computed

using inclusion-exclusion:

Vol(S) =
k∑

j=1

Vol(Bj)−
∑

1≤j1<j2≤k

Vol(Bj1 ∩Bj2) +
∑

1≤j1<j2<j3≤k

Vol(Bj1 ∩Bj2 ∩Bj3)− . . .

This expression is well-defined, since the intersection of two boxes is again a box. A Jordan
measurable set is a set that is “well-approximated” by simple sets, as we will make precise now.

Definition 1.5

For a bounded set E ⊆ Rd, define the inner and outer Jordan content by

J∗(E) = sup {Vol(S) : S ⊆ E is a simple set} .

and

J∗(E) = inf {Vol(S) : S ⊇ E is a simple set} .

Figure 1.3. Simple sets approximating the inner (red) and outer Jordan
content (blue) of a region in dimension d = 2. With the red boxes removed
from the blue, we get a simple set covering the boundary (in green).

Theorem 1.6

Let E ⊆ Rd be a bounded set. The following are equivalent:

(i) E is Jordan measurable;
(ii) J∗(E) = J∗(E) (in which case J(E) is equal to this same value);
(iii) J∗(∂E) = 0.

Proof. We will prove the d = 1 case. The multidimensional case is similar but more notation-
ally cumbersome, so we omit it to avoid additional technical details that would largely obscure
the main ideas.

(i) ⇐⇒ (ii). To establish this equivalence, it suffices to show

UB(1E) = J∗(E) and LB(1E) = J∗(E)

for any box (interval) B ⊇ E. Let us prove UB(1E) = J∗(E).
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Claim 1. UB(1E) ≤ J∗(E).

Let ε > 0. Then from the definition of the outer Jordan content, there exists a simple set
S ⊆ R such that E ⊆ S and Vol(S) < J∗(E) + ε. By assumption, B is an interval containing
E, so S ∩ B is also a simple set containing E, and Vol(S ∩ B) ≤ Vol(S) < J∗(E) + ε.
We may therefore assume without loss of generality that S ⊆ B. Write B = [a, b] and
S = [a1, b1] ⊔ [a2, b2] ⊔ · · · ⊔ [an, bn] with a ≤ a1 ≤ b1 < a2 ≤ b2 < · · · < an ≤ bn ≤ b. We
define a Darboux partitiona P of [a, b] by P = (xi)

2n+1
i=0 with x0 = a, x1 = a1, x2 = b1, . . . ,

x2n−1 = an, x2n = bn, x2n+1 = b. Then since E ⊆ S, we have

UB(1E , P ) =
2n+1∑
i=1

sup
xi−1≤x≤xi

1E(x) · (xi − xi−1)

≤ 0 · (a1 − a) + 1 · (b1 − a1) + 0 · (a2 − b1) + · · ·+ 1 · (bn − an) + 0 · (b− bn)

= Vol(S).

Hence, UB(1E) ≤ UB(1E , P ) ≤ Vol(S) < J∗(E) + ε. This proves the claim.

aStrictly speaking, this may fail to be a Darboux partition, since some of the points are allowed to coincide.
However, the value we compute for UB(1E , P ) will be the correct value for the partition where we remove
repetitions of the same point.

Claim 2. J∗(E) ≤ UB(1E).

Let ε > 0. Write B = [a, b]. Then there exists a Darboux partition a = x0 < x1 < · · · <
xn = b such that UB(1E , P ) < UB(1E) + ε. Let Mi = supxi−1≤x≤xi

1E(x) ∈ {0, 1}, and
note that, by definition, UB(1E , P ) =

∑n
i=1Mi(xi − xi−1). Let I ⊆ {1, . . . , n} be the set

I = {1 ≤ i ≤ n : Mi = 1}, and let S =
⋃

i∈I [xi−1, xi]. Then S is a simple set with length
Vol(S) =

∑
i∈I(xi−xi−1) = UB(1E , P ). Moreover, E ⊆ S, since S is the union of all intervals

that have nonempty intersection with E. Thus, J∗(E) ≤ Vol(S) = UB(1E , P ) < UB(1E)+ ε.

The identity LB(1E) = J∗(E) is proved similarly.

(ii) ⇐⇒ (iii). It suffices to prove J∗(∂E) = J∗(E)− J∗(E). (See Figure 1.3.)

Claim 3. J∗(∂E) ≤ J∗(E)− J∗(E).

Let ε > 0. Let S1 be a simple set such that E ⊆ S1 and Vol(S1) < J∗(E) + ε
2 . Since S1 is

closed, we have E ⊆ S1. Let S2 be a simple set with S2 ⊆ E such that Vol(S2) > J∗(E)− ε
2 .

Note that int(S2) ⊆ int(E). Therefore, S = S1 \ int(S2) is a simple set and ∂E = E \ int(E) ⊆
S, so J∗(∂E) ≤ Vol(S) = Vol(S2)−Vol(S1) < J∗(E)− J∗(E)+ ε. But ε was arbitrary, so we
conclude J∗(∂E) ≤ J∗(E)− J∗(E).

Claim 4. J∗(E)− J∗(E) ≤ J∗(∂E).
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Let ε > 0, and let S ⊇ ∂E be a simple set with Vol(S) < J∗(∂E) + ε
2 . Write S =

⊔n
i=1[ai, bi]

with a1 ≤ b1 < a2 ≤ b2 < · · · < an ≤ bn. Let [a, b] ⊆ R such that E ⊆ [a, b] and a < a1
and b < bn. For notational convenience, let b0 = a and an+1 = b. Let I ⊆ {0, . . . , n} be the
collection of indices i such that (bi, ai+1)∩E ̸= ∅. For each i ∈ I, we claim that (bi, ai+1) ⊆ E.
If not, then (bi, ai+1) contains a boundary point of E, but ∂E ⊆ S, so this is a contradiction.
Thus, S′ =

⋃
i∈I [bi, ai+1] is a simple set with int(S′) ⊆ E. Shrinking slightly each interval in

S′, we obtain a simple set

S′′ =
⋃
i∈I

[
bi +

ε

4(n+ 1)
, ai+1 −

ε

4(n+ 1)

]
such that S′′ ⊆ E. Moreover, Vol(S′′) ≥ Vol(S′)− ε

2(n+1) |I| ≥ Vol(S′)− ε
2 . Noting that S∪S′

is a simple set containing E, we arrive at the inequality

J∗(E)− J∗(E) ≤ Vol(S ∪ S′)−Vol(S′′) = Vol(S) + Vol(S′)−Vol(S′′) < J∗(∂E) + ε.

This completes the proof of Theorem 1.6. □

Example 1.7

The sets Q ∩ [0, 1] and [0, 1] \Q are not Jordan measurable (see Exercise 1.4).

In addition to the above example, there are many other “nice” sets that are not Jordan mea-
surable. There are, for instance, bounded open sets in R that are not Jordan measurable. We will
work out one such example in detail.

Example 1.8

The complement U of the fat Cantor set (also known as the Smith–Volterra–Cantor set)
K ⊆ [0, 1] is Jordan non-measurable. We construct K iteratively, starting from [0, 1], by
removing intervals of length 4−n at step n. In other words, at step n, we remove an interval
of length 4−n around each rational point with denominator 2n.

Figure 1.4. Iterative construction of the fat Cantor set.

Let

U =

∞⋃
n=0

2n⋃
j=1

(
2j + 1

2n+1
− 1

2 · 4n+1
,
2j + 1

2n+1
+

1

2 · 4n+1

)
.

Then K = [0, 1] \ U . The inner Jordan content of U is

J∗(U) =

∞∑
n=0

2n∑
j=1

Len

(
2j + 1

2n+1
− 1

2 · 4n+1
,
2j + 1

2n+1
+

1

2 · 4n+1

)
=

∞∑
n=0

2n· 1

4n+1
=

1

4

∞∑
n=0

2−n =
1

2
.

However, U = [0, 1] (since U contains every rational number whose denominator is a
power of 2), so the outer Jordan content of U is J∗(U) = J∗([0, 1]) = 1.

7



3. Limits of Integrable Functions

You may recall from the theory of Riemann integration that uniform limits of Riemann inte-
grable functions are Riemann integrable, and one may in this case interchange the order of taking
limits and computing the integral. More precisely:

Theorem 1.9

Let B be a box in Rd. Let (fn)n∈N be a sequence of Riemann integrable functions on B, and
suppose fn converges uniformly to a function f : B → R. Then f is Riemann integrable,
and ∫

B
f(x) dx = lim

n→∞

∫
B
fn(x) dx.

One of the deficiencies of the Riemann–Darboux–Jordan approach to integration and measure-
ment is that pointwise (non-uniform) limits do not share this property.

Example 1.10

Enumerate the set Q ∩ [0, 1] = {q1, q2, . . . }. Let fn : [0, 1] → [0, 1] be the function

fn(x) =

{
1, if x ∈ {q1, . . . , qn}
0, otherwise.

Then fn is Riemann integrable and fn → 1Q∩[0,1] pointwise, but 1Q∩[0,1] is not Riemann
integrable.

Since analysis so often deals with limits, it is desirable to develop a theory of integration
that accommodates pointwise limits. The Lebesgue measure and Lebesgue integral resolve this
shortcoming.

4. The Solution of Lebesgue

The Jordan non-measurable set in Example 1.8 appears to have a sensible notion of “length.”
Indeed, the complement U , being a disjoint union of intervals, could be reasonably assigned as
a “length” the sum of the lengths of the (countably many) intervals of which it is made. This
produces a value of 1

2 for the length of U , and so we should take K to also have length 1
2 , since

K ⊔ U = [0, 1] is an interval of length 1. The feature that U is a disjoint union of intervals turns
out to not be any special feature of U at all but instead a general feature of open sets in R.

Proposition 1.11

Let U ⊆ R be an open set. Then U can be expressed as a countable disjoint union of open
intervals.

Proof. Exercise 1.1. □

By Proposition 1.11, it seems reasonable to define the length of an open set U ⊆ R as follows.
Write U = (a1, b1) ⊔ (a2, b2) ⊔ . . . as a disjoint union of open intervals, and define its length as
(b1−a1)+(b2−a2)+ . . . . Then open sets may play the role that simple sets played in the definition
of the Jordan content, and this leads to the Lebesgue measure.

Remark. In higher dimensions, Proposition 1.11 needs to be modified, but one can still rea-
sonably talk about the d-dimensional volume of open sets in Rd. See Exercises 1.2 and 1.3.
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Definition 1.12

Let E ⊆ Rd.

• The outer Lebesgue measure of E is the quantity

λ∗(E) = inf {Vol(U) : U ⊇ E is open}

= inf


∞∑
j=1

Vol(Bj) : B1, B2, . . . are boxes, and E ⊆
∞⋃
j=1

Bj

 .

• The set E is Lebesgue measurable (with Lebesgue measure λ(E) = λ∗(E)) if for
every ε > 0, there exists an open set U ⊆ Rd such that E ⊆ U and λ∗(U \ E) < ε.

Proposition 1.13

If E ⊆ Rd is Jordan measurable, then E is Lebesgue measurable and J(E) = λ(E).

The family of Lebesgue measurable sets is much larger than the family of Jordan measurable
sets. Among the several nice properties of the Lebesgue measure (and abstract measures) that we
will see later in the course are:

Proposition 1.14

(1) If (En)n∈N are Lebesgue measurable sets, then
⋃∞

n=1En and
⋂∞

n=1En are Lebesgue
measurable.

(2) If (En)n∈N are pairwise disjoint and Lebesgue measurable, then λ (
⊔∞

n=1En) =∑∞
n=1 λ(En).

(3) If E1 ⊆ E2 ⊆ · · · ⊆ Rd are Lebesgue measurable sets, then λ (
⋃∞

n=1En) = limn→∞ λ(En).

(4) If E1 ⊇ E2 ⊇ . . . are Lebesgue measurable subsets of Rd and λ(E1) < ∞, then
λ (
⋂∞

n=1En) = limn→∞ λ(En).

5. Applications of Abstract Measure Theory

The mathematical language and tools encompassed in measure theory play a foundational role
in many other areas of mathematics. A highly abbreviated sampling follows.

Probability Theory. Measure theory provides the axiomatic foundations of probability theory,
providing rigorous notions of random variables and probabilities of events. Important limit laws
(the law of large numbers and central limit theorem, for example) are phrased mathematically using
measure-theoretic notions of convergence.

Fourier Analysis. Periodic (say, continuous or Riemann-integrable) functions on the real line

have corresponding Fourier series representations f(x) ∼
∑

n∈Z f̂(n)e
2πinx. The functions e2πinx

are orthonormal, and Parseval’s identity gives
∑

n∈Z |f̂(n)|2 =
∫ 1
0 |f(x)|2 dx. Given a sequence

(an)n∈N, one may ask whether
∑

n∈Z ane
2πinx is the Fourier expansion of some function f , and if

so, what properties does f have? Another natural question is whether the series
∑

n∈Z f̂(n)e
2πinx

actually converges to the function f , and if so, in which sense? Both of these questions are properly
answered in a measure-theoretic framework. If one is interested in decomposing functions defined
on other groups (for instance, on compact abelian groups) into their Fourier series, then one also
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needs to develop a method of integrating functions on groups in order to compute Fourier coeffi-
cients and make sense of Parseval’s identity.

Functional Analysis and Operator Theory. When one studies familiar concepts from linear
algebra in infinite-dimensional spaces, measures become unavoidable for many tasks. For example,
versions of the spectral theorem (generalizing the representation of suitable matrices in terms of
their eigenvalues and eigenvectors) for operators on infinite-dimensional spaces require the abstract
notion of a measure.

Ergodic Theory. Ergodic theory was developed to study the long-term statistical behavior of dy-
namical (time-dependent) systems, providing a framework to resolve important problems in physics
related to the “ergodic hypothesis” in thermodynamics and the “stability” of the solar system. It
turns out that the appropriate mathematical formalism for understanding these problems comes
from abstract measure theory.

Fractal Geometry. Self-similar geometric objects such as the Koch snowflake, Sierpiński carpet,
and the middle-thirds Cantor set (see Figure 1.5) can be meaningfully assigned a notion of “dimen-
sion” that can take a non-integer value. How does one determine the dimension of a fractal object?
There are several different approaches to dimension, but one of the most popular is the Hausdorff
dimension, which relies on a family of measures that interpolate between the integer-dimensional
Lebesgue measures.

Figure 1.5. Fractal shapes: the Koch snowflake (left) of Hausdorff dimen-

sion log 4
log 3 ≈ 1.26, Sierpiński carpet (middle) of dimension log 8

log 3 ≈ 1.89, and

middle-thirds Cantor set (right) of dimension log 2
log 3 ≈ 0.63.

Additional Reading

This introductory chapter is heavily influenced by the book of Tao [8] on measure theory. Many
of the results in this chapter are discussed in greater detail in [8, Section 1.1].

Exercises

1.1 Let U ⊆ R be an open set. Show that U can be written as a disjoint union of countably many
open intervals.

1.2 Let U = {(x, y) : x2 + y2 < 1} ⊆ R2 be the open unit disk. Show that U cannot be expressed
as a disjoint union of countably many open boxes.
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1.3 Let U ⊆ Rd be an open set. Show that U can be written as a disjoint union of countably many

half-open boxes (i.e., sets of the form B =
∏d

i=1[ai, bi)).

1.4 Show that J∗(Q ∩ [0, 1]) = J∗([0, 1] \Q) = 1, and J∗(Q ∩ [0, 1]) = J∗([0, 1] \Q) = 0.

1.5 (Area Interpretation of the Riemann Integral) Let [a, b] be an interval and f : [a, b] → [0,∞)
a bounded function. Show that f is Riemann integrable if and only if the set

Ef = {(x, t) : a ≤ x ≤ b, 0 ≤ t ≤ f(x)}
is a Jordan measurable set in R2, in which case∫ b

a
f(x) dx = J(Ef ).

1.6 Give an example to show that the statement

λ∗(E) = sup
U⊆E,U open

λ∗(U).

is false.

11





CHAPTER 2

Measure Spaces

1. σ-Algebras

Before defining measures, we must determine which subsets of a given set X we would like to
be able to measure. The full set X should be measurable, and we should allow ourselves to perform
the basic set-theoretic operations (complements, unions, and intersections). Allowing finite unions
and intersections produces an algebra of sets. Algebras are a very useful notion, but (as with the
Jordan content discussed in the previous chapter) they are insufficient for appropriately handling
limits. We will therefore upgrade from algebras to σ-algebras:

Definition 2.1

Let X be a set. A σ-algebra on X is a family B ⊆ P(X) of subsets of X with the following
properties:

• X ∈ B;
• If B ∈ B, then X \B ∈ B;
• If (Bn)n∈N is a countable family of elements of B, then

⋃
n∈NBn ∈ B.

Remark. In the definition of a σ-algebra, we have made no explicit mention of intersec-
tions. However, by De Morgan’s laws, we can also generate the countable intersection of sets:⋂

n∈NBn = X \
(⋃

n∈N(X \Bn)
)
.

Example 2.2

Some examples of σ-algebras include the following:

• For any set X, the power set P(X) is a σ-algebra, as is the pair {∅, X}.
• The family B = {B ⊆ R : either B or R \ B is countable} of countable and co-
countable subsets of R is a σ-algebra.

• Unions of unit-length intervals in R form a σ-algebra B =
{⋃

n∈S [n, n+ 1) : S ⊆ Z
}
.

Proposition 2.3

Suppose (Bi)i∈I is a family of σ-algebras on X. Then
⋂

i∈I Bi is a σ-algebra.

Proof. Let B =
⋂

i∈I Bi.
For every i ∈ I, we have X ∈ Bi, so X ∈ B.
Suppose B ∈ B. Then B ∈ Bi for every i ∈ I, so X \ B ∈ Bi for every i ∈ I. Hence,

X \B ∈ B.
Let (Bn)n∈N be a countable family of sets in B. For each i ∈ I, the sets (Bn)n∈N belong to

Bi, so
⋃

n∈NBn ∈ Bi. Therefore,
⋃

n∈NBn ∈ B. □
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Definition 2.4

The σ-algebra generated by a family S ⊆ P(X) is the smallest σ-algebra containing S,
denoted by σ(S).

Remark. Note that σ(S) is well-defined by Proposition 2.3:

σ(S) =
⋂

{B : B is a σ-algebra on X,S ⊆ B} .

In topological spaces (such as the real line), we will often consider the σ-algebra generated by
the topology.

Definition 2.5

Let (X, τ) be a topological space. The Borel σ-algebra is the σ-algebra generated by the
open subsets of X, i.e. Borel(X) = σ(τ).

Borel sets can be placed in a hierarchy in terms of their level of complexity. At the simplest
level are the open (G) and closed (F ) sets. Next come countable intersections of open sets (Gδ

sets) and countable unions of closed sets (Fσ sets) and so on.

Σ0
1 = G Π0

2 = Gδ Σ0
3 = Gδσ Π0

4 = Gδσδ . . . Σ0
ω . . .

Π0
1 = F Σ0

2 = Fσ Π0
3 = Fσδ Σ0

4 = Fσδσ . . . Π0
ω . . .

⋂
c

⋃
c

⋂
c

⋃
c

⋃
c

⋂

⋃ ⋂ ⋃ ⋂ ⋂ ⋃

Figure 2.1. The Borel hierarchy for subsets of a topological space.

The placement of a (Borel) set within the Borel hierarchy is a useful notion of “complexity”
for sets. Intuitively speaking, if a set is lower down in the Borel hierarchy, then it is in some sense
easier to define than a set higher up the hierarchy. Determining where sets occur in the Borel
hierarchy (or if they are Borel at all) is a common theme in an area of mathematical logic known as
descriptive set theory. We will largely not concern ourselves with such problems in this course, but
some suggested additional reading appears at the end of this chapter for those who are interested.

In our development of the abstract theory of measures (where we may not even have a topology
to work with), our object of study will be arbitrary sets X equipped with a σ-algebra.

Definition 2.6

A measurable space is a pair (X,B), where X is a set and B is a σ-algebra on X. Elements
of the σ-algebra B are called measurable sets.

2. Measurable Functions

Recall that a function f : X → Y from one topological space to another is continuous if the
preimage of every open set in Y is open in X. Measurable functions are defined analogously, but
with “open” replaced by “measurable.”
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Definition 2.7

Let (X,B) and (Y, C) be measurable spaces. A function f : X → Y is measurable if for every
C ∈ C, one has f−1(C) ∈ B.

Some basic properties of measurable functions that will be used frequently are as follows:

Proposition 2.8

(1) Let (X,B), (Y, C), and (Z,D) be measurable spaces. Let f : X → Y and g : Y → Z be
measurable functions. Then g ◦ f : X → Z is measurable.

(2) Let (X,B) and (Y, C) be measurable spaces, and let f : X → Y . Suppose S ⊆ P(Y ) is a
family of sets such that σ(S) = C. If f−1(S) ∈ B for every S ∈ S, then f is a measurable
function.

(3) Suppose X and Y are topological spaces and B = Borel(X) and C = Borel(Y ) are the
Borel σ-algebras on X and Y respectively. Then every continuous function f : X → Y
is measurable.

Proof. (1) Let D ∈ D. Since g is measurable, we have C = g−1(D) ∈ C. Then since f is
measurable, B = f−1(C) ∈ B. But B = f−1(g−1(D)) = (g ◦ f)−1(D), so g ◦ f is measurable.

(2) Let F = {E ⊆ Y : f−1(E) ∈ B}. We claim that F is a σ-algebra. Then since S ⊆ F ,
we conclude that C = σ(S) ⊆ F , so f is measurable. Let us now prove the claim:

• f−1(Y ) = X ∈ B, so Y ∈ F .
• Suppose E ∈ F . Then f−1(Y \ E) = X \ f−1(E)︸ ︷︷ ︸

∈B

∈ B, so Y \ E ∈ F .

• Suppose E1, E2, · · · ∈ F , and let E =
⋃

n∈NEn. Then

f−1(E) =
⋃
n∈N

f−1(En)︸ ︷︷ ︸
∈B

∈ B,

so E ∈ F .

This proves that F is a σ-algebra on Y .

(3) This follows from (1) by taking S to be the collection of open sets in Y . □

3. The Extended Real Numbers and Extended Real-Valued Functions

One obtains an important class of measurable functions when one considers functions defined
on a measurable space taking real values. For many applications and in order to account more
fully for limits of functions, it is often convenient to work with the slightly more general concept
of extended real-valued functions.

Definition 2.9

The extended real numbers are the set [−∞,∞] = R∪{∞,−∞} with the following topological
and algebraic properties:

• The topology on [−∞,∞] is generated by open intervals (a, b) with a, b ∈ R and
sets of the form (a,∞] = (a,∞)∪{∞} and [−∞, b) = (−∞, b)∪{−∞} for a, b ∈ R.
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• Addition is extended as a commutative operation with ∞+ x = ∞ and −∞+ x =
−∞ for real numbers x ∈ R. For addition of two infinite quantities, we define
∞+∞ = ∞ and −∞+ (−∞) = −∞. However, −∞+∞ is undefined.

• Multiplication is also extended as a commutative operation with the properties

x ∈ (0,∞) =⇒ ∞ · x = ∞ and −∞ · x = −∞;

x ∈ (−∞, 0) =⇒ ∞ · x = −∞ and −∞ · x = ∞.

By convention, we define ∞ · 0 = −∞ · 0 = 0. Multiplication of infinities is defined
by ∞ ·∞ = (−∞) · (−∞) = ∞, and −∞ ·∞ = −∞.

The topology we have defined on [−∞,∞] is the two-point compactification of R. You will check
in the exercises (Exercise 2.5) that [−∞,∞] is indeed a compact space (that is homeomorphic to a
closed interval, say [0, 1]). The algebraic operations on [−∞,∞] are all as one would expect, with
one exception: ∞ · 0 is often considered as an “indeterminate form”, but here we have given it a
definite value of 0. The reason for this convention is the following proposition, which you will also
prove in the exercises:

Proposition 2.10

Let (xn)n∈N be a sequence in [−∞,∞], and let c ∈ R. If (xn)n∈N converges to an extended
real number, then the sequence (cxn)n∈N also converges, and

lim
n→∞

(cxn) = c · lim
n→∞

xn. (2.1)

Proof. Exercise 2.6. □

In order to have the desirable property (2.1), one has no choice but to define ∞ · 0 = 0: by
taking the sequence xn = n, we have

0 · ∞ = 0 · lim
n→∞

n = lim
n→∞

(0 · n) = 0.

Warning: Property (2.1) does not hold for c ∈ {∞,−∞}, as can be seen by taking a sequence
(xn)n∈N that converges to 0.

We say that an extended real-valued function f : X → [−∞,∞] defined on a measurable
space (X,B) is B-measurable (or simply measurable) if it is measurable as a function between the
measurable spaces (X,B) and ([−∞,∞],Borel([−∞,∞])). Since we will always take the same σ-
algebra on [−∞,∞], we omit explicit reference to the Borel σ-algebra when discussing measurable
extended real-valued functions.

Proposition 2.11

Let (X,B) be a measurable space.

(1) Let f : X → [−∞,∞]. The following are equivalent:
(a) f is measurable;
(b) for every c ∈ R, f−1((c,∞]) ∈ B;
(c) for every c ∈ R, f−1([c,∞]) ∈ B;
(d) for every c ∈ R, f−1([−∞, c)) ∈ B;
(e) for every c ∈ R, f−1([−∞, c]) ∈ B.

(2) Suppose (fn)n∈N is a sequence of measurable functions fromX to [−∞,∞]. The following
functions are also measurable:
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(a) supn∈N fn;
(b) infn∈N fn;
(c) lim supn→∞ fn;
(d) lim infn→∞ fn.

(3) Suppose f, g : X → R are measurable functions. Then f + g and f · g are measurable.

Notation. For convenience, we will often write sets of the form f−1((c,∞]) as {f > c} and
similarly for {f ≥ c}, {f < c}, and {f ≤ c}.

Proof of Proposition 2.11. (1) By Proposition 2.8(2), it suffices to check that each of the
relevant collections of intervals generates the Borel σ-algebra on [−∞,∞]. Let us show that the
collection of intervals (c,∞] for c ∈ R generates the Borel σ-algebra. All of the other proofs are
similar, so we omit them.

Let S = {(c,∞] : c ∈ R}. Note that every element of S is open in [−∞,∞], so σ(S) ⊆
Borel([−∞,∞]). On the other hand, we can write (a, b] = (a,∞] \ (b,∞] for a, b ∈ R, a < b.
Every open set in R is a countable (disjoint) union of such intervals, so every open subset of R
is contained in σ(S). We obtain the additional open sets in [−∞,∞] from the rays (c,∞] ∈ S
and

[−∞, c) =
⋂
n∈N

[
−∞, c+

1

n

]
=
⋂
n∈N

(
[−∞,∞] \

(
c+

1

n
,∞
])

∈ σ(S).

Thus, Borel([−∞,∞]) ⊆ σ(S).

(2) We will use (1).
(a) Let f = supn∈N fn. Note that {f > c} =

⋃
n∈N{fn > c}. Each of the sets {fn > c}

belongs to B, so {f > c} ∈ B.
(b) Similarly to (a), letting f = infn∈N fn, we may express {f < c} =

⋃
n∈N {fn < c}︸ ︷︷ ︸

∈B

∈ B.

(c) Recall that lim supn→∞ fn = infk∈N supn≥k fn, so measurability of lim supn→∞ fn follows
from (a) and (b).

(d) Similar to (c): lim infn→∞ fn = supk∈N infn≥k fn.

(3) Let A : R2 → R and M : R2 → R be the maps A(x, y) = x + y and M(x, y) =
xy. Both of the maps A and M are continuous and therefore (Borel) measurable. Moreover,
(f + g)(x) = A(f(x), g(x)) and (f · g)(x) =M(f(x), g(x)). Since the composition of measurable
maps is measurable (see Proposition 2.8(1)), it suffices to prove h : x 7→ (f(x), g(x)) is a
measurable function from X to R2. By Proposition 2.8(2), we only need to check preimages of
sets generating the Borel σ-algebra on R2. For convenience, we will take the boxes [a, b)× [c, d)
(the first homework problem was to show that every open set in R2 is a countable (disjoint)
union of such boxes, so they generate the Borel σ-algebra). Observe that

h−1([a, b)× [c, d)) = f−1([a, b)) ∩ g−1([c, d)) ∈ B,
since f and g are measurable, so h is indeed a measurable function. □

Example 2.12

Let (X,B) be a measurable space and E ⊆ X. The function 1E is measurable if and only if
E ∈ B.
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4. Measures

We are now prepared to define measures on abstract measurable spaces.

Definition 2.13

Let (X,B) be a measurable space. A measure on (X,B) is a function µ : B → [0,∞] such
that

• µ(∅) = 0;
• countable additivity: for any sequence (En)n∈N of pairwise disjoint elements of
B, one has µ

(⊔
n∈NEn

)
=
∑

n∈N µ(En).

The triple (X,B, µ) is called a measure space.

Nontrivial examples of measures take some effort to construct, and we will spend significant
portions of the course discussing different methods for constructing interesting measures. However,
there are a few immediate examples that do not require complicated constructions.

Example 2.14

Examples of measures include:

• For any set X, the counting measure is a measure defined on the σ-algebra P(X)
by µ(E) = |E| if E is a finite set and µ(E) = ∞ if E is an infinite set.

• Given a point x ∈ X, the Dirac measure defined on P(X) is the measure δx(E) = 1
if x ∈ E and δx(E) = 0 if x /∈ E.

We will use the following basic properties of measures frequently throughout this course:

Proposition 2.15

Let (X,B, µ) be a measure space.

(1) monotonicity: For any A,B ∈ B, if A ⊆ B, then µ(A) ≤ µ(B).
(2) countable sub-additivity: For any sequence (En)n∈N in B,

µ

(⋃
n∈N

En

)
≤
∑
n∈N

µ(En).

(3) continuity from below: If E1 ⊆ E2 ⊆ · · · ∈ B, then

µ

(⋃
n∈N

En

)
= lim

n→∞
µ(En).

(4) continuity from above: If E1 ⊇ E2 ⊇ · · · ∈ B and µ(E1) <∞, then

µ

(⋂
n∈N

En

)
= lim

n→∞
µ(En).

Proof. (1) Write B = A ⊔ (B \ A). Then µ(B) = µ(A) + µ(B \ A) ≥ µ(A), since µ takes
nonnegative values.
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(2) Define a new sequence of sets E′
n by E′

1 = E1 and E′
n = En \

⋃n−1
j=1 Ej for n ≥ 2. Then

the sets (E′
n)n∈N are pairwise disjoint and satisfy E′

n ⊆ En and
⊔

n∈NE
′
n =

⋃
n∈NEn. Therefore,

µ

(⋃
n∈N

En

)
= µ

(⊔
n∈N

E′
n

)
=
∑
n∈N

µ(E′
n) ≤

∑
n∈N

µ(En),

where in the last step we have applied monotonicity of µ (property (1)).

(3) Let E′
1 = E1 and E′

n = En \En−1 for n ≥ 2. For convenience, we will set E0 = ∅ so that
we also have E′

1 = E1 \ E0. Then

µ

(⋃
n∈N

En

)
= µ

(⊔
n∈N

E′
n

)
=
∑
n∈N

µ(E′
n)

(∗)
=
∑
n∈N

(µ(En)− µ(En−1))
(∗∗)
= lim

n→∞
µ(En).

The step (∗) uses additivity of µ, and (∗∗) comes from the telescoping of the sum.

(4) Define a new sequence An = E1 \ En. Then ∅ = A1 ⊆ A2 ⊆ . . . , so

µ

(⋃
n∈N

An

)
= lim

n→∞
µ(An)

by (3). But
⋃

n∈NAn = E1 \
⋂

n∈NEn, so

µ(E1)− µ

(⋂
n∈N

En

)
= µ

(⋃
n∈N

An

)
= lim

n→∞
µ(An) = µ(E1)− lim

n→∞
µ(En),

whence we deduce that (4) holds, since µ(E1) <∞. □

Example 2.16

Property (4) may fail if µ(E1) = ∞. Let X = N, B = P(N), and let µ be the counting
measure. Let En = {m ∈ N : m ≥ n}. Then µ(En) = ∞ for every n ∈ N, but

⋂
n∈NEn = ∅,

so

µ

(⋂
n∈N

En

)
= 0 ̸= ∞ = lim

n→∞
µ(En).

Additional Reading

The content of this chapter is common to every text on abstract measure theory, though the
order of presentation differs. We have elected to follow more or less the order of presentation from
Rudin’s Real and Complex Analysis [5, Chapter 1]. Alternative presentations can be found in [1,
Sections 1.2, 1.3, and 2.1], and [8, Section 1.4].

Introductory texts on measure theory tend not to give much treatment to the Borel hierarchy
or other topics in descriptive set theory (and we will also not expand on such topics within these
lecture notes). Those interested in learning more can take a look at the book of Kechris [3] and/or
the lecture notes of Tserunyan [9], which draw quite heavily on [3].

Exercises

2.1 Let X be a set. A family of subsets S ⊆ P(X) is a semi-algebra if

• ∅, X ∈ S;
• if A,B ∈ S, then A ∩B ∈ S;
• if A,B ∈ S, then A \B =

⊔n
i=1Ci for some C1, . . . , Cn ∈ S.
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Show that if S is a semi-algebra, then the algebra generated by S is

A(S) =

{
n⋃

i=1

Ai : n ∈ N, Ai ∈ S

}
.

Can
⋃

be replaced by
⊔
?

2.2 Suppose B is an infinite σ-algebra (on an infinite set X).

(a) Show that B contains an infinite sequence (En)n∈N of pairwise disjoint sets.
(b) Deduce that B has at least the cardinality of the continuum.

2.3 Prove that the following sets are Borel sets in R:
(a) The set of points of continuity

Cf = {x ∈ R : f is continuous at x}
for an arbitrary function f : R → R.

(b) The set of points of convergence

Conv = {x ∈ R : lim
n→∞

fn(x) exists}

for an arbitrary sequence of continuous functions fn : R → R.
2.4 Let X,Y be sets and f : X → Y any function.

(a) Prove that if C ⊆ P(Y ) is a σ-algebra on Y , then B = {f−1(C) : C ∈ C} is a σ-algebra on X.
(b) Prove that for any family of sets S ⊆ P(Y ), we have σ(f−1(S)) = f−1(σ(S)).
2.5 Prove that the extended real line [−∞,∞] is homeomorphic to the closed unit interval [0, 1].

2.6 Prove Proposition 2.10.

2.7 Let (X,B) be a measurable space, and let µ : B → [0,∞]. Prove that µ is a measure if and
only if it satisfies the following three properties:

• µ(∅) = 0;
• finite additivity: for any disjoint sets A,B ∈ B,

µ(A ⊔B) = µ(A) + µ(B);

• continuity from below: if E1 ⊆ E2 ⊆ · · · ∈ B, then

µ

(⋃
n∈N

En

)
= lim

n→∞
µ(En).

2.8 Let (X,B, µ) be a finite measure space, and let A ⊆ P(X) be an algebra on X such that
σ(A) = B. Show that for every B ∈ B and every ε > 0, there exists A ∈ A such that µ(A△B) < ε.

2.9 Prove the Borel–Cantelli lemma: if (An)n∈N is a family of measurable subsets of a measure
space (X,B, µ) and

∑
n∈N µ(An) <∞, then

µ ({x ∈ X : x ∈ An for infinitely many n ∈ N}) = 0.
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CHAPTER 3

Integration Against a Measure

Our next task is to develop an integration theory for integrating measurable functions on
abstract measure spaces. In the Riemann–Darboux approach to integration, we approximate a
function f : [a, b] → [0,∞) by step functions, for which we can easily define the integral. For the
Lebesgue theory of integration, we will use a similar idea but with a more general class of functions:
so-called simple functions.

1. Integration of Simple Functions

Definition 3.1

Let (X,B) be a measurable space. A simple function is a measurable function s : X → C
taking only finitely many values.

Partitioning X into finitely many pieces corresponding to the values of a simple function s, we
may write simple functions as linear combinations of indicator functions of measurable sets. That
is, s =

∑n
j=1 cj1Ej for some numbers cj ∈ C and measurable sets Ej ∈ B. Given a measure µ on

(X,B), we define the integral of a simple function in the obvious way. To avoid issues with adding
and subtracting infinities, we will deal for now only with nonnegative functions.

Definition 3.2

Let (X,B, µ) be a measure space and s : X → [0,∞) a simple function. Write s =
∑n

j=1 cj1Ej

with cj ≥ 0 and Ej ∈ B. The integral of s with respect to µ is given by∫
X
s dµ =

n∑
j=1

cjµ(Ej).

Proposition 3.3

The integral of a nonnegative simple function is well-defined. That is, the value of the integral
of a simple function s does not depend on the representation of s as a linear combination of
indicator functions of measurable sets.

Proof. Suppose s =
∑n

j=1 cj1Ej . Let a1, . . . , am be the finite collection of values taken by s, and

let Ak = {s = ak} for k = 1, . . . ,m. Then the sets A1, . . . , Ak partition X, and s =
∑m

k=1 ak1Ak
.

We will show
∑n

j=1 cjµ(Ej) =
∑m

k=1 akµ(Ak).

Define a new collection of sets E′
J =

⋂
j∈J Ej \

⋃
i/∈J Ej for J ⊆ {1, . . . , n}. In other words,

x ∈ E′
J means that x ∈ Ej if and only if j ∈ J . This defines a partition of X. Note that the
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value of s on the set E′
J is c′J =

∑
j∈J cj . We can therefore relate the sets E′

J to the sets Ak by

Ak =
⊔

J⊆{1,...,n},c′J=ak

E′
J .

Then on the one hand,
m∑
k=1

akµ(Ak) =
m∑
k=1

ak
∑

J⊆{1,...,n},c′J=ak

µ(E′
J) =

∑
J⊆{1,...,n}

c′Jµ(E
′
J).

On the other hand,
n∑

j=1

cjµ(Ej) =
n∑

j=1

cj
∑

{j}⊆J⊆{1,...,n}

µ(E′
J) =

∑
J⊆{1,...,n}

∑
j∈J

cjµ(E
′
J) =

∑
J⊆{1,...,n}

c′Jµ(E
′
J).

This completes the proof. □

We used a particular representation of a simple function in the previous proof that will continue
to be convenient to work with. Say that

∑n
j=1 cj1Ej is the standard representation of a simple

function s if s =
∑n

j=1 cj1Ej , and the sets E1, . . . , En partition X (that is, they are pairwise

disjoint and their union is X).

Proposition 3.4

Let (X,B, µ) be a measure space, let s, t : X → [0,∞) be simple functions, and let c ∈ R,
c ≥ 0. Then

(1)
∫
X cs dµ = c ·

∫
X s dµ;

(2)
∫
X(s+ t) dµ =

∫
X s dµ+

∫
X t dµ;

(3) if s ≤ t, then
∫
X s dµ ≤

∫
X t dµ.

Proof. (1) Let s =
∑n

j=1 cj1Ej . Then cs =
∑n

j=1(ccj)1Ej , so∫
X
cs dµ =

n∑
j=1

(ccj)µ(Ej) = c ·
n∑

j=1

cjµ(Ej) = c ·
∫
X
s dµ.

For (2) and (3), it will be helpful to work with the standard representation, so let s =∑n
j=1 cj1Ej and t =

∑m
k=1 dk1Fk

be the standard representations. Define sets Aj,k = Ej ∩ Fk

for j ∈ {1, . . . , n} and k ∈ {1, . . . ,m}. Then Ej =
⊔m

k=1Aj,k and Fk =
⊔n

j=1Aj,k.

(2) The function s+ t takes the value cj + dk on Aj,k, so∫
X
(s+ t) dµ =

∑
j,k

(cj +dk)µ(Aj,k) =

n∑
j=1

cj

m∑
k=1

µ(Aj,k)︸ ︷︷ ︸
µ(Ej)

+
m∑
k=1

dk

n∑
j=1

µ(Aj,k)︸ ︷︷ ︸
µ(Fk)

=

∫
X
s dµ+

∫
X
t dµ.

(3) By assumption, if Aj,k ̸= ∅, then cj ≤ dk. Thus,∫
X
s dµ =

n∑
j=1

cjµ(Ej) =
∑
j,k

cjµ(Aj,k) ≤
∑
j,k

dkµ(Aj,k) =

m∑
k=1

dkµ(Fk) =

∫
X
t dµ.
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□

Definition 3.5

Let (X,B, µ) be a measure space, s : X → [0,∞) a simple function, and E ∈ B a measurable
set. The integral of s with respect to µ over E is given by∫

E
s dµ =

∫
X
s · 1E dµ.

Note that if s is simple, then s · 1E is also simple, so the above definition makes sense.

Proposition 3.6

Let (X,B, µ) be a measure space, and let s : X → [0,∞) be a simple function. Then

ν(E) =

∫
E
s dµ

defines a measure on (X,B).

Proof. Note that s · 1∅ = 0, so ν(∅) = 0. Suppose (En)n∈N is a pairwise disjoint family of
measurable sets, and let E =

⊔
n∈NEn. Write s =

∑m
j=1 aj1Aj . Then s · 1E =

∑m
j=1 aj1Aj∩E ,

so

ν(E) =
m∑
j=1

ajµ(Aj ∩ E) =
∑
j,n

ajµ(Aj ∩ En) =
∑
n∈N

∫
X
s · 1En dµ =

∑
n∈N

ν(En).

Note that the sum over n is an infinite sum so reordering requires some justification. Fortunately,
all of the values ajµ(Aj∩En) are nonnegative, so the sum can be computed in any order without
changing the value. □

2. Integration of Nonnegative Measurable Functions

We now want to extend the definition of the integral against a measure to all nonnegative
measurable functions. The next proposition shows that simple functions are a sufficiently general
class to approximate arbitrary measurable functions.

Proposition 3.7

Let (X,B) be a measurable space, and let f : X → [0,∞] be measurable. Then there exists a
sequence (sn)n∈N of simple functions such that 0 ≤ s1 ≤ s2 ≤ · · · ≤ f , and sn → f pointwise.

Proof. For n ∈ N, define

sn(x) =

{
a
2n , if a

2n ≤ f(x) < a+1
2n and a < n · 2n.

n, if f(x) ≥ n.

□

It is therefore reasonable to define the integral of an arbitrary nonnegative measurable function
as follows.
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Definition 3.8

Let (X,B, µ) be a measure space, and let f : X → [0,∞] be measurable. We define the
integral of f with respect to µ as∫

X
f dµ = sup

{∫
X
s dµ : s simple and 0 ≤ s ≤ f

}
.

Given a measurable set E ∈ B, the integral of f with respect to µ over E is defined by∫
E
f dµ =

∫
X
f · 1E dµ.

One may object at this point and suggest an alternative definition. Since f : X → [0,∞] can
be obtained as f = limn→∞ sn for an increasing sequence of simple functions 0 ≤ s1 ≤ s2 ≤ . . . ,
why not define

∫
X f dµ = limn→∞

∫
X sn dµ? As we will see shortly, this is in fact an equivalent

definition that is extremely useful for many applications. However, as a definition, it has two
serious defects: why should the limit exist? and why should the value be the same for all possible
approximations by simple functions? This is why we prefer Definition 3.8 above (and why this is
the standard definition across measure theory textbooks).

Proposition 3.9

Let (X,B, µ) be a measure space, and let f, g : X → [0,∞] be measurable. If f ≤ g, then∫
X
f dµ ≤

∫
X
g dµ.

Proof. It suffices to observe {s simple function : 0 ≤ s ≤ f} ⊆ {s simple function : 0 ≤ s ≤
g}. □

Theorem 3.10: Monotone Convergence Theorem

Let (fn)n∈N be a sequence of measurable functions 0 ≤ f1 ≤ f2 ≤ . . . , and let f = limn→∞ fn.
Then ∫

X
f dµ = lim

n→∞

∫
X
fn dµ.

Remark. Note that a consequence of the monotone convergence theorem is that
∫
X f dµ can

be computed by taking a sequence of simple functions 0 ≤ s1 ≤ s2 ≤ · · · → f and computing
limn→∞

∫
X sn dµ.

Proof of Monotone Convergence Theorem. First, f is a measurable function by Proposi-
tion 2.11. By monotonicity of the integral (Proposition 3.9), the sequence

∫
X fn dµ is increasing,

so limn→∞
∫
X fn dµ = supn∈N

∫
X fn dµ ∈ [0,∞] exists as an extended real number. Moreover,∫

X
f dµ ≥ lim

n→∞

∫
X
fn dµ,

since the inequality holds for each n ∈ N. Therefore, it suffices to show∫
X
f dµ ≤ lim

n→∞

∫
X
fn dµ.

If limn→∞
∫
X fn dµ = ∞, there is nothing to prove, so assume limn→∞

∫
X fn dµ <∞.

24



Let c < 1. Let s : X → [0,∞) be a simple function, 0 ≤ s ≤ f . For n ∈ N, let En = {fn ≥
cs}. Then E1 ⊆ E2 ⊆ . . . and X =

⋃
n∈NEn. By Proposition 3.6, let ν : B → [0,∞] be the

measure ν(E) =
∫
E s dµ. We have

c ·
∫
X
s dµ = c · ν(X)

= c · lim
n→∞

ν(En) (continuity from below)

= lim
n→∞

c · ν(En) (Proposition 2.10)

= lim
n→∞

∫
En

cs dµ (Proposition 3.4)

≤ lim
n→∞

∫
X
fn dµ (monotonicity).

Taking a supremum over all such simple functions, we conclude

c ·
∫
X
f dµ ≤ lim

n→∞

∫
X
fn dµ.

Letting c→ 1 yields the desired result. □

Proposition 3.11

Let (X,B, µ) be a measure space, and let f, g : X → [0,∞] be measurable functions. Let
c ∈ [0,∞).

(1)
∫
X cf dµ = c ·

∫
X f dµ.

(2)
∫
X(f + g) dµ =

∫
X f dµ+

∫
X g dµ.

Proof. (1) This follows quickly from the definition of the integral and Proposition 3.4.
(2) We use the monotone convergence theorem. Let 0 ≤ s1 ≤ sn ≤ · · · ≤ f with sn → f and

0 ≤ t1 ≤ t2 ≤ · · · ≤ g with tn → g. Then 0 ≤ s1+ t1 ≤ s2+ t2 ≤ · · · ≤ f +g and sn+ tn → f +g.
Thus, ∫

X
(f + g) dµ = lim

n→∞

∫
X
(sn + tn) dµ (MCT)

= lim
n→∞

∫
X
sn dµ+ lim

n→∞

∫
X
tn dµ (Proposition 3.4)

=

∫
X
f dµ+

∫
X
g dµ (MCT).

□

Theorem 3.12

Let (X,B, µ) be a measure space, and let (fn)n∈N be a sequence of nonnegative measurable
functions, fn : X → [0,∞]. Then∫

X

( ∞∑
n=1

fn

)
dµ =

∞∑
n=1

∫
X
fn dµ.
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Proof. We have∫
X

( ∞∑
n=1

fn

)
dµ =

∫
X

lim
N→∞

(
N∑

n=1

fn

)
dµ

= lim
N→∞

∫
X

(
N∑

n=1

fn

)
dµ (MCT)

= lim
N→∞

N∑
n=1

∫
X
fn dµ (additivity of the integral)

∞∑
n=1

∫
X
fn dµ.

□

Theorem 3.13: Fatou’s Lemma

Let (X,B, µ) be a measure space. Let (fn)n∈N be a sequence of measurable functions, fn :
X → [0,∞]. Then ∫

X
lim inf
n→∞

fn dµ ≤ lim inf
n→∞

∫
X
fn dµ.

Proof. Let f = lim infn→∞ fn. Define FN = infn≥N fn. Then 0 ≤ F1 ≤ F2 ≤ . . . and FN → f .
Therefore, ∫

X
f dµ = lim

N→∞

∫
X
FN dµ (MCT)

≤ lim
N→∞

inf
n≥N

∫
X
fn dµ (monotonicity of the integral)

= lim inf
N→∞

∫
X
fn dµ.

□

3. Integration of Real and Complex-Valued Functions

The method for integrating real and complex-valued functions involves decomposing these func-
tions as linear combinations of nonnegative functions. An important observation is that such a
decomposition can be done in a measurable way.

Definition 3.14

Let X be a set and f : X → [−∞,∞]. The positive part f+ and negative part f− of f are
defined by

f+ = max{f, 0} and f− = max{−f, 0}.

Note that f = f+ − f− and |f | = f+ + f−. Moreover, if (X,B) is a measurable space and
f : X → [−∞,∞] is measurable, then f+ and f− are measurable by Proposition 2.11.
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Definition 3.15

Let (X,B, µ) be a measure space.

• An extended real-valued measurable function f : X → [−∞,∞] is integrable if∫
X
|f | dµ <∞.

In this case, the integral of f is defined by∫
X
f dµ =

∫
X
f+ dµ−

∫
X
f− dµ.

• A complex-valued measurable function f : X → C is integrable if∫
X
|f | dµ <∞,

and the integral of f is defined by∫
X
f dµ =

∫
X
Re (f) dµ+ i

∫
X
Im (f) dµ.

• Given a measurable set E ∈ B, a measurable function f taking extended real or
complex values is integrable over E if f ·1E is integrable, and the integral of f over
E is ∫

E
f dµ =

∫
X
f · 1E dµ.

Remark. By monotonicity of the integral (Proposition 3.9), if a function is integrable, then it
is also integrable over every measurable subset of X.

4. Integral Identities and Inequalities

Proposition 3.16: Triangle Inequality for the Integral

Suppose (X,B, µ) is a measure space and f : X → C is an integrable function. Then∣∣∣∣∫
X
f dµ

∣∣∣∣ ≤ ∫
X
|f | dµ.

Proof. First, suppose f is real-valued. Then by the triangle inequality and linearity,∣∣∣∣∫
X
f dµ

∣∣∣∣ = ∣∣∣∣∫
X
f+ dµ−

∫
X
f− dµ

∣∣∣∣ ≤ ∫
X
f+ dµ+

∫
X
f− dµ =

∫
X
|f | dµ.

Now suppose f is complex-valued. Let λ ∈ C with |λ| = 1 such that |
∫
X f dµ| = λ

∫
X f dµ.

Then ∣∣∣∣∫
X
f dµ

∣∣∣∣ = Re

(∫
X
λf dµ

)
=

∫
X
Re (λf) dµ ≤

∫
X
|Re (λf)| dµ ≤

∫
X
|f | dµ.

□

Proposition 3.17: Linearity of the Integral

Let (X,B, µ) be a measure space. Let f, g : X → C be integrable functions, and let c ∈ C.
Then

(1) f + g is integrable, and
∫
X(f + g) dµ =

∫
X f dµ+

∫
X g dµ.
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(2) cf is integrable, and
∫
X cf dµ = c

∫
X f dµ.

Proof. (1) First, by the triangle inequality, we have |f + g| ≤ |f |+ |g|. Therefore,∫
X
|f + g| dµ

(∗)
≤
∫
X
(|f |+ |g|) dµ (∗∗)

=

∫
X
|f | dµ+

∫
X
|g| dµ <∞.

In step (∗), we have used monotonicity of the integral (Proposition 3.9), and in (∗∗), we have
used additivity (Proposition 3.11).

Decomposing f and g into their real and imaginary parts, it suffices to prove the identity∫
X(f + g) dµ =

∫
X f dµ +

∫
X g dµ for real-valued functions f and g. Let h = f + g. Then

h = h+ − h− = f+ − f− + g+ − g−. This can be rearranged to the identity h+ + f− + g− =
h−+f++g+. Then using additivity of the integral for nonnegative functions (Proposition 3.11),
we have ∫

X
h+ dµ+

∫
X
f− dµ+

∫
X
g− dµ =

∫
X
(h+ + f− + g−) dµ

=

∫
X
(h− + f+ + g+) dµ

=

∫
X
h− dµ+

∫
X
f+ dµ+

∫
X
g+ dµ.

(3.1)

Rearranging again,∫
X
(f + g) dµ =

∫
X
h+ dµ−

∫
X
h− dµ (Definition 3.15)

=

∫
X
f+ dµ−

∫
X
f− dµ+

∫
X
g+ dµ−

∫
X
g− dµ (by (3.1))

=

∫
X
f dµ+

∫
X
g dµ (Definition 3.15)

(2) Note that |cf | = |c||f |, so∫
X
|cf | dµ =

∫
X
|c||f | dµ (∗)

= |c|
∫
X
|f | dµ <∞,

where (∗) follows from Proposition 3.11. Hence, cf is integrable.
For computing the integral of cf , we consider several different cases.

Case 1. c ≥ 0

When f is nonnegative, we have ∫
X
cf dµ = c

∫
X
f dµ

by Proposition 3.11. The identity follows for a general complex-valued function f by decom-
posing f =

(
Re (f)+ − Re (f)−

)
+ i
(
Im (f)+ − Im (f)−

)
.

Case 2. c = −1
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For real-valued f : X → R, we use the identities (−f)+ = f− and (−f)− = f+ to obtain∫
X
(−f) dµ =

∫
X
f− dµ−

∫
X
f+ dµ = −

∫
X
f dµ.

Complex-valued functions can be handled by decomposing into real and imaginary parts.

Case 3. c = i

Noting that Re (if) = −Im (f) and Im (if) = Re (f), we have∫
X
if dµ =

∫
X
(−Im (f)) dµ+ i

∫
X
Re (f) dµ (Definition 3.15)

= −
∫
X
Im (f) dµ+ i

∫
X
Re (f) dµ (Case 2)

= i

(∫
X
Re (f) dµ+ i

∫
X
Im (f) dµ

)
= i

∫
X
f dµ (Definition 3.15)

Case 4. c ∈ R

Combine Case 1 and Case 2.

Case 5. c ∈ C

Write c = a+ ib with a, b ∈ R. Then∫
X
cf dµ =

∫
X
(af + ibf) dµ

=

∫
X
af dµ+

∫
X
ibf dµ (by (1))

=

∫
X
af dµ+ i

∫
X
bf dµ (Case 3)

= a

∫
X
f dµ+ ib

∫
X
f dµ (Case 4)

= c

∫
X
f dµ.

□

Let (X,B, µ) be a measure space, and denote by L1(µ) the set of integrable functions. Propo-
sition 3.17 shows that L1(µ) is a (complex) vector space. Moreover, in the course of the proof, we
showed ∫

X
|cf | dµ = |c|

∫
X
|f | dµ and

∫
X
|f + g| dµ ≤

∫
X
|f | dµ+

∫
X
|g| dµ.

In other words, if we let

∥f∥1 =
∫
X
|f | dµ,
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then ∥·∥1 defines a seminorm on the vector space of integrable functions on (X,B, µ).

Definition 3.18

Let V be a real or complex vector space. A function ∥·∥ : V → [0,∞) is a seminorm if it
satisfies:

• triangle inequality: ∥u+ v∥ ≤ ∥u∥ + ∥v∥ for all u, v ∈ V , and
• absolute homogeneity: ∥cv∥ = |c| ∥v∥ for all v ∈ V and all scalars c.

A seminorm is a norm if it satisfies the additional property

• positive definite: if v ∈ V and ∥v∥ = 0, then v = 0.

The seminorm ∥·∥1 on the space of integrable functions may not be a norm in general, but
a small modification will turn it into a norm. This will be discussed in greater detail later in
the course, in the context of so-called Lp spaces. One of the important ingredients is a deeper
understanding of null sets, which we will discuss now.

5. Sets of Measure Zero

Definition 3.19

Let (X,B, µ) be a measure space.

• A measurable set N ∈ B is a null set if µ(N) = 0.
• We say that a property holds almost everywhere if there exists a null set N ∈ B
such that the property holds for every point x ∈ X \N .

Remark. An easy consequence of countable additivity and monotonicity of measures is that
the family N of null sets forms a σ-ideal of B:

• ∅ ∈ N ;
• if A ∈ N and B ∈ B with B ⊆ A, then B ∈ N ; and
• if (Nn)n∈N is a countable family of null sets, then

⋃
n∈NNn ∈ N .

Notation. The phrases “almost everywhere” or “almost every” are often abbreviated by a.e.
or µ-a.e. if the measure needs to be specified. In a statement of the form “Property P holds
a.e.,” we interpret a.e. as “almost everywhere.” For a statement of the form “Property P holds
for a.e. x ∈ X,” we read a.e. as “almost every,” and the meaning is the same as in the previous
example statement.

Null sets naturally arise and play an important role in integration theory. Some examples are
provided by the next three propositions.

Proposition 3.20

Let (X,B, µ) be a measure space. Suppose f : X → [−∞,∞] is an integrable function. Then
f(x) ∈ R for µ-a.e. x ∈ X.

Proof. Let N = {x ∈ R : |f(x)| = ∞}. We want to show that N is a null set. By monotonicity
of the integral (Proposition 3.9),∫

X
|f | dµ ≥

∫
N
|f | dµ = ∞ · µ(N).
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On the other hand, by integrability of f ,∫
X
|f | dµ <∞.

Thus, ∞ · µ(N) <∞, so µ(N) = 0. □

Corollary 3.21: Borel–Cantelli Lemma

Let (X,B, µ) be a measure space. Suppose (En)n∈N is a sequence of measurable sets and∑∞
n=1 µ(En) <∞. Then

µ ({x ∈ X : x ∈ En for infinitely many n ∈ N}) = 0.

Proof. One possible proof uses continuity from above and was given in the exercises (see
Exercise 2.9). We will now give a different proof using integration.

Let f =
∑∞

n=1 1En . Note that f(x) = ∞ if and only if x ∈ En for infinitely many n ∈ N. By
Theorem 3.12, ∫

X
f dµ =

∞∑
n=1

∫
X
1En︸ ︷︷ ︸

µ(En)

<∞.

So by Proposition 3.20, f <∞ a.e. That is,

µ ({x ∈ X : x ∈ En for infinitely many n ∈ N}) = µ({f = ∞}) = 0.

□

Proposition 3.22

Let (X,B, µ) be a measure space, and let f, g : X → C be measurable functions. Suppose
f = g a.e. Then f is integrable if and only if g is integrable. Moreover, if f and g are
integrable, then ∫

X
f dµ =

∫
X
g dµ.

Proof. Let N = {x ∈ X : f(x) ̸= g(x)}. By assumption, N is a null set.

Step 1. Integrability

Suppose f is integrable. Then∫
X
|g| dµ =

∫
X\N

|f | dµ+

∫
N
|g| dµ (linearity of the integral)

≤
∫
X
|f | dµ+∞ · µ(N)︸ ︷︷ ︸

0

(monotonicity of the integral)

=

∫
X
|f | dµ <∞,

so g is integrable. Reversing the roles of f and g proves the converse.

Step 2. Integral
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Assume f and g are integrable. Then∣∣∣∣∫
X
g dµ−

∫
X
f dµ

∣∣∣∣ = ∣∣∣∣∫
X
(g − f) dµ

∣∣∣∣ (linearity of the integral)

≤
∫
X
|g − f | dµ (triangle inequality for the integral)

=

∫
X\N

0 dµ+

∫
N
|g − f | dµ (linearity of the integral)

≤ 0 · µ(X \N) +∞ · µ(N) = 0.

□

Proposition 3.23

Let (X,B, µ) be a measure space, and let f : X → [0,∞] be a measurable function. Then∫
X f dµ = 0 if and only if f = 0 a.e.

Proof. If f = 0 a.e., then by Proposition 3.22, f is integrable and∫
X
f dµ =

∫
X
0 dµ = 0 · µ(X) = 0.

Conversely, suppose
∫
X f dµ = 0. Then by Markov’s inequality (Exercise 3.2),

µ ({f > c}) ≤ 1

c

∫
X
f dµ = 0

for every c > 0. Therefore, by continuity of µ from below,

µ ({f ̸= 0}) = µ

(⋃
n∈N

{
f >

1

n

})
= lim

n→∞
µ

({
f >

1

n

})
= 0.

That is, f = 0 a.e. □

The examples above (especially Proposition 3.22) show that null sets are negligible from the
point of view of integration, and we can very often ignore modifications that happen on null sets.
There is one subtle issue that requires care, however: in general, a subset of a null set may not be
measurable and non-measurable modifications on null sets may create issues. For this reason, it is
often convenient to work with complete measure spaces, as defined below.

Definition 3.24

A measure space (X,B, µ) is complete if every subset of every null set is measurable. That
is, if E ⊆ X and there exists N ∈ B with E ⊆ N and µ(N) = 0, then E ∈ B.

The following proposition is a useful tool for passing to complete measure spaces.

Proposition 3.25

Let (X,B, µ) be a measure space. Let N = {N ∈ B : µ(N) = 0} be the σ-ideal of µ-null
sets. Then the family B = {E ∪ F : E ∈ B, F ⊆ N ∈ N} is a σ-algebra, and there is a unique
extension µ of µ to B.

Proof. Exercise 3.7. □
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Definition 3.26

The completion of a measure space (X,B, µ) is the space (X,B, µ), where B and µ are as
defined in Proposition 3.25.

6. The Dominated Convergence Theorem

We have already seen two fundamental convergence theorems for integration against a measure:
the monotone convergence theorem and Fatou’s lemma. We are nearly ready to state another
fundamental result about integration: the dominated convergence theorem. First, we need to
introduce the two notions of convergence that will be related by the dominated convergence theorem.

Definition 3.27

Let (X,B, µ) be a measure space.

• We say that a sequence (fn)n∈N of functions on X converges almost everywhere to
a function f if limn→∞ fn(x) = f(x) for almost every x ∈ X.

• A sequence (fn)n∈N of integrable functions converges in L1 to f ∈ L1(µ) if

∥fn − f∥1 =
∫
X
|fn − f | dµ→ 0

in R as n→ ∞.

The dominated convergence theorem says that any sequence that converges almost everywhere
and is “L1-dominated” will converge in L1. The precise mathematical formulation is as follows:

Theorem 3.28: Dominated Convergence Theorem

Let (X,B, µ) be a measure space. Let (fn)n∈N be a sequence of integrable functions, fn :
X → C, and let f : X → C be measurable. Suppose

• fn → f a.e., and
• there is an integrable function g : X → [0,∞) such that supn∈N |fn| ≤ g a.e.

Then f is integrable and fn → f in L1(µ). In particular,∫
X
f dµ = lim

n→∞

∫
X
fn dµ.

Proof. First, |f | ≤ |g| a.e., so f is integrable.
Observe:∫

X
2g dµ− lim sup

n→∞

∫
X
|f − fn| dµ = lim inf

n→∞

∫
X
(2g − |f − fn|) dµ

≥
∫
X
lim inf
n→∞

(2g − |f − fn|) dµ (Fatou’s lemma)

=

∫
X
2g dµ (fn → f)

Rearranging, we conclude

lim sup
n→∞

∫
X
|f − fn| dµ ≤ 0.
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Using the triangle inequality for the integral,∣∣∣∣∫
X
f dµ−

∫
X
fn dµ

∣∣∣∣ ≤ ∫
X
|f − fn| dµ→ 0,

so ∫
X
f dµ = lim

n→∞

∫
X
fn dµ.

□

The assumption that the sequence (fn)n∈N is “dominated” by an integrable function g is a
necessary assumption to avoid “escape of mass to infinity,” as the following example demonstrates.

Example 3.29

Let X = Z, B = P(Z), and let µ be the counting measure. Let fn = 1{n}. Then fn(x) → 0
for every x ∈ X. However, ∫

X
fn dµ = 1

for every n ∈ N, while ∫
X

lim
n→∞

fn dµ =

∫
X
0 dµ = 0 ̸= 1.

Additional Reading

For other presentations of integration on abstract measures spaces, see [1, Section 2.1–2.3], [5,
Chapter 1], [7, Sections 2.1 and 6.2], and/or [8, Section 1.3 and Subsection 1.4.4]. The development
of integration in the books of Folland [1] and Rudin [5] is very similar to the presentation in these
notes. By contrast, Stein and Shakarchi [7] and Tao [8] first develop integration in the special
case of the Lebesgue measure before moving to abstract spaces. The book of Stein and Shakarchi
[7] also proves the fundamental convergence theorems in a different order, starting with a special
case of the dominated convergence theorem known as the bounded convergence theorem, and then
deducing Fatou’s lemma, the monotone convergence theorem, and the general case of the dominated
convergence theorem.

There is a very nice book of Oxtoby [4] that develops useful analogies between measure spaces
and topological spaces and includes a discussion of null sets in relation to a σ-ideal of “topologically
negligible” sets called meager sets or sets of first category.

Exercises

3.1 Let (X,B, µ) be a measure space. Suppose f : X → [0,∞] is a measurable function. Define
ν : B → [0,∞] by

ν(E) =

∫
E
f dµ.

Prove that ν is a measure.

3.2 Let (X,B, µ) be a measure space and f a measurable function. Prove Markov’s inequality: for
any c > 0,

µ ({|f | ≥ c}) ≤ 1

c

∫
{|f |>c}

|f | dµ ≤ 1

c

∫
X
|f | dµ.

3.3 Let (X,B, µ) and (Y, C, ν) be measure space, and let T : X → Y be a measurable function.
Define Tµ : C → [0,∞] by (Tµ)(A) = µ(T−1(A)). Prove Tµ = ν if and only if for every integrable
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function f : Y → C, ∫
Y
f dν =

∫
X
f ◦ T dµ.

3.4 Let (X,B, µ) be a probability space. Let (An)n∈N be a family of measurable sets with a =

infn∈N µ(An) > 0. Show that there is a set E ⊆ N such that d(E) := lim supN→∞
|E∩{1,...,N}|

N ≥ a,

and for any finite set F ⊆ E, F ̸= ∅, one has µ
(⋂

n∈F An

)
> 0 by proving the following intermediate

steps:

(a) Justify that we can assume without loss of generality that
⋂

n∈F An ̸= ∅ if and only if µ
(⋂

n∈F An

)
>

0 for every finite set F ⊆ N. It may help to define the countable set

F =

{
F ⊆ N : |F | <∞,

⋂
n∈F

An ̸= ∅, and µ

(⋂
n∈F

An

)
= 0

}
.

(b) Prove ∫
X
lim sup
N→∞

1

N

N∑
n=1

1An dµ ≥ a.

(c) Define E = {n ∈ N : x ∈ An} for a suitable choice of x ∈ X.

3.5 Let (X,B, µ) be a measure space, and let f : X → C be an integrable function. Prove that
for any ε > 0, there exists δ > 0 with the following property: if E ∈ B and µ(E) < δ, then∣∣∫

E f dµ
∣∣ < ε.

3.6 Let (X,B, µ) be a measure space, and let f, g : X → C be integrable functions. Show that
f = 0 a.e. if and only if

∫
E f dµ for every E ∈ B.

3.7 Prove Proposition 3.25.

3.8 Show that a measure space (X,B, µ) is complete if and only if it satisfies the following property:
for functions f, g : X → C, if f is measurable and f = g a.e., then g is measurable.

3.9 Show that simple functions are dense in L1. That is, if (X,B, µ) is a measure space and
f ∈ L1(µ), then for every ε > 0, there exists a simple function s : X → C such that ∥f − s∥1 < ε.

3.10 Let (X,B, µ) be a measure space and E ∈ B. If (En)n∈N is a sequence of measurable sets and
E =

⋃
n∈NEn, prove that for every integrable function f ∈ L1(µ),

lim
n→∞

∫
En

f dµ =

∫
E
f dµ.

State and prove an analogous result for decreasing sequences.

3.11 Prove

lim
n→∞

(
1 +

x

n

)n
=
∑
k≥0

xk

k!
.

3.12 Let (X,B, µ) be a measure space, and let (fn)n∈N be a sequence of measurable functions
fn : X → C. Suppose ∑

n∈N

∫
X
|fn| dµ <∞.

Prove that
∑

n∈N fn converges a.e. to an integrable function f ∈ L1(µ), and∫
X
f dµ =

∑
n∈N

∫
X
fn dµ.
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3.13 In this exercise, we will use measure-theoretic tools in order to carry out computations with
Riemann integrals. Assume for the purposes of this exercise that there is a measure λ on the Borel
subsets of R with the property: if f : [a, b] → R is a Riemann integrable function, then∫

[a,b]
f dλ =

∫ b

a
f(x) dx,

where the integral on the left is the measure-theoretic integral and the integral on the right is the
Riemann integral. (We will discuss multiple methods of constructing such a measure λ in future
lectures.)

(a) Compute

lim
n→∞

∫ ∞

0

n sin
(
x
n

)
x(1 + x2)

dx.

(b) Show that for a > −1, ∫ 1

0

xa log x

1− x
dx = −

∞∑
k=1

1

(a+ k)2
.
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Part 2

Constructions of Measures





CHAPTER 4

Taxonomy of Measures

In this short chapter, we give a taxonomy of measures based on various properties that may
be desirable or undesirable in certain circumstances. Some of these properties have been seen in
previous chapters, while others are introduced for the first time here. The taxonomy is summarized
in Figure 4.1, and precise definitions are given below.

Finiteness Conditions
s-finite

µ =
∑∞

n=1 µn,
µn finite

probability
µ(X) = 1

finite
µ(X) <∞

σ-finite
X =

⋃
n∈NXn,

µ(Xn) <∞

semi-finite
if µ(E) = ∞, then

∃F ⊆ E, 0 < µ(F ) <∞

Measurability Conditions

complete
if µ(N) = 0 and E ⊆ N ,
then E is measurable

saturated
if E ∩ F is measurable whenver µ(F ) <∞,

then E is measurable

Continuity Conditions

discrete
µ =

∑
x∈X cxδx

(purely) atomic
if µ(E) > 0, then E contains a set A such that

µ(A) > 0 and B ⊆ A =⇒ µ(B) = 0 or µ(A \B) = 0

continuous
µ({x}) = 0

non-atomic/diffuse
if µ(E) > 0, then ∃F ⊆ E such that

µ(F ) > 0 and µ(E \ F ) > 0

if singletons

are measurable

complementary complementary

if singletons

are measurable

Regularity Conditions (for Borel Measures)
locally finite µ(K) <∞ for compact K ⊆ X
outer regular µ(E) = inf{µ(U) : U ⊇ E open}
inner regular µ(E) = sup{µ(K) : K ⊆ E compact}

Figure 4.1. Taxonomy of Measures
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1. Properties of Measures

Definition 4.1

Let (X,B, µ) be a measure space. A set E is

• locally measurable if E ∩K ∈ B for every set K ∈ B with µ(K) <∞;
• an atom if µ(E) > 0 and every measurable subset F ⊆ E, F ∈ B satisfies either
µ(F ) = 0 or µ(E \ F ) = 0.

Definition 4.2

Let (X,B) be a measurable space. A measure µ on (X,B) is
• a probability measure if µ(X) = 1;
• finite if µ(X) <∞;
• σ-finite if there is a countable sequence of measurable sets (Xn)n∈N in B such that
X =

⋃
n∈NXn and µ(Xn) <∞ for each n ∈ N;

• s-finite if µ is a countable sum µ =
∑

n∈N µn of finite measures µn : B → [0,∞);
• semi-finite if every set of infinite measure contains a subset of positive finite measure,
i.e. if E ∈ B and µ(E) = ∞, then there exists F ∈ B with F ⊆ E and µ(F ) <∞;

• complete if every subset of every null set is measurable, i.e. if E ⊆ X and there
exists N ∈ B with E ⊆ N and µ(N) = 0, then E ∈ B;

• saturated if every locally measurable set is measurable;
• discrete if µ is a combination of Dirac measures, µ =

∑
x∈X cxδx for some coefficients

cx ∈ [0,∞];
• continuous if µ has no point masses, i.e. µ({x}) = 0 for every x ∈ X;
• (purely) atomic if every set of positive measure contains an atom;
• non-atomic or diffuse if there are no atoms.

If X is a topological space and B = Borel(X), then µ is

• locally finite if every compact set has finite measure;
• outer regular if µ(E) = inf{µ(U) : U ⊇ E open} for every E ∈ B;
• inner regular if µ(E) = sup{µ(K) : K ⊆ E compact} for every E ∈ B.

The relationships between the various properties in Definition 4.2 are displayed in Figure 4.1.

2. Finiteness Properties

As shown in Figure 4.1, every probability measure is finite, every finite measure is σ-finite, and
every σ-finite measure is both s-finite and semi-finite. The next example shows that s-finiteness
and semi-finiteness are rather different notions from one another, neither one implying the other.

Example 4.3

An s-finite measure that is not semi-finite: Let X be a non-empty set, and let x ∈ X.
Define µ(E) = ∞ if x ∈ E and µ(E) = 0 if x /∈ E. Then µ =

∑∞
n=1 δx, so µ is s-finite.

However, the set {x} has infinite measure and no subsets of non-zero finite measure, so µ is
not semi-finite.

A semi-finite measure that is not s-finite: Let X be an uncountable set, and let
µ : P(X) → [0,∞] be the counting measure on X. If E ⊆ X and µ(E) = ∞, then taking
any point x ∈ E, we have µ({x}) = 1 < ∞, so µ is a semi-finite measure. However, since
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X is uncountable, µ cannot be expressed as a countable sum of finite measures, so µ is not
s-finite.

Most texts on measure theory focus on σ-finite measures and omit mention of the more general
concept of s-finite measures. However, as we will see, s-finite measures are the natural class of
measures for many important results in measure theory. One reason to appreciate the generality of
s-finite measures is provided by the next theorem. We will encounter other advantages of working
with s-finite measures later on in the course.

Theorem 4.4

(1) Let (X,B, µ) be an s-finite measure space, and let (Y, C) be a measurable space. Suppose
π : X → Y is a measurable map. Then the measure π∗µ : C → [0,∞] defined by
π∗µ(C) = µ(π−1(C)) is s-finite.

(2) There exists a σ-finite measure space (X,B, µ), a measurable space (Y, C), and a mea-
surable map π : X → Y such that π∗µ is not σ-finite.

Proof. (1) First note that the projection of a finite measure is finite. Indeed, π∗µ(Y ) =
µ(π−1(Y )) = µ(X). Noting that π∗ (

∑∞
n=1 µn) =

∑∞
n=1 π∗µn then completes the proof.

(2) LetX = Z2, B = P(Z2), and let µ : B → [0,∞] be the counting measure. Let Y = Z and
C = P(Z), and let π : Z2 → Z be the projection onto the first coordinate, i.e. π(n,m) = n for
(n,m) ∈ Z2. Then π∗µ(E) counts the number of points in Z2 whose first coordinate belongs to E.
Hence, π∗µ(E) = ∞ whenever E ̸= ∅. Therefore, π∗µ is not σ-finite (nor even semi-finite). □

3. Decompositions of Measures

When we say that two notions are “complementary,” we mean that they are mutually exclusive
and every (σ-finite) measure can be decomposed into pieces satisfying one or the other property.
Namely, for the complementary notions shown in Figure 4.1, we have the following decomposition
result:

Proposition 4.5

(1) Let (X,B, µ) be a σ-finite measure space. Then there is a unique decomposition µ =
µa + µna as a sum of a purely atomic measure µa and a non-atomic measure µna.

(2) Let (X,B, µ) be an s-finite measure space, and suppose {x} ∈ B for every x ∈ X. Then
there is a unique decomposition µ = µd + µc as a sum of a discrete measure µd and a
continuous measure µc.

In general, atomic and discrete are different notions.

Example 4.6

Let X be an uncountable set, and let B = {E ⊆ X : E is countable or X \ E is countable}.
Define a probability measure µ : B → [0, 1] by µ(E) = 0 if E is countable and µ(E) = 1
is X \ E is uncountable. Then E is atomic (each co-countable set is an atom) but also
continuous.

However, in many frequently-encountered situations, atomic and discrete measures coincide.
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Theorem 4.7

Let X be a separable metric space. Suppose µ is a locally finite Borel measure on X. If
A ∈ Borel(X) is an atom of µ, then there is a point x ∈ A such that µ({x}) = µ(A) > 0.
Hence, every atomic locally finite Borel measure on X is discrete.

Proving the decomposition of a σ-finite measure into atomic and non-atomic components is
a bit lengthy, so we will prove only part (2) of Proposition 4.5. Because of Theorem 4.7, the
decomposition into discrete and continuous parts is sufficient for most purposes.

Proof of Proposition 4.5(2).

Step 1. Existence.

Since µ is s-finite, we may write µ =
∑∞

n=1 µn for some finite measures µn : B → [0,∞). For

each k ∈ N, let Xn,k =
{
x ∈ X : µn({x}) ≥ 1

k

}
. Note that Xn,k has at most kµn(X) elements

for each n, k ∈ N. Therefore, X0 = {x ∈ X : µ({x}) > 0} =
⋃

n∈N
⋃

k∈NXn,k is a countable
set.

For x ∈ X0, let cx = µ({x}). Define µd =
∑

x∈X0
cxδx, and let µc : B → [0,∞) be the

measure µc(E) = µ(E \X0) for E ∈ B. Then µd is manifestly a discrete measure. Moreover,
for any x ∈ X,

µc({x}) = µ({x} \X0) =

{
µ({x}), if x /∈ X0;

0, if x ∈ X0.

Since X0 is the set of all point masses for µ, it follows that µc({x}) = 0 for every x ∈ X; that
is, µc is continuous. Finally, for any E ∈ B,

µ(E) = µ(E ∩X0) + µc(E)

and
µ(E ∩X0) =

∑
x∈E∩X0

µ({x}) =
∑
x∈X0

cxδx(E) = µd(E).

Step 2. Uniqueness.

Let µ = µd + µc be the decomposition obtained in Step 1. Suppose µ = µ′d + µ′c is another
decomposition into a discrete measure µ′d and a continuous measure µ′c. We want to show
µ′d = µd and µ′c = µc.

Let x ∈ X0. Since µ′c is continuous, we have µ′c({x}) = 0, so µ′d({x}) = µ({x}) = cx.
On the other hand, if x ∈ X is any point and µ′d({x}) > 0, then µ({x}) ≥ µ′d({x}) > 0, so
x ∈ X0. Therefore, the point masses of µ′d are exactly the elements of X0, and µ

′
d({x}) = cx

for x ∈ X0. Since µ′d is discrete, it can thus be represented as µ′d =
∑

x∈X0
cxδx. That is,

µ′d = µd, and it follows that we also have µ′c = µc.

□

The condition of semi-finiteness also leads to a decomposition result.
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Proposition 4.8

Let (X,B, µ) be a measure space. There exists a decomposition µ = µsf + µinf such that µsf
is semi-finite and µinf takes only the values 0 and ∞.

Unlike the decompositions in Proposition 4.5, the decomposition in Proposition 4.8 is not unique
in general. One way of obtaining the decomposition is to define

µsf(E) = sup {µ(F ) : F ∈ B, F ⊆ E, and µ(F ) <∞} ,
and

µinf(E) =

{
0, if E is semi-finite;

∞, if E is not semi-finite.

Here, we say that a measurable set E is semi-finite if the measure µE : B → [0,∞] defined by
µE(A) = µ(A ∩ E) is a semi-finite measure. In other words, E ∈ B is semi-finite if every subset of
E of infinite measure has a further subset of positive finite measure.

Exercises

4.1 Show that every σ-finite measure is s-finite and semi-finite.

4.2 In this exercise, we will construct a saturation of a measure space similarly to how we con-
structed the completion of a measure space.

Let (X,B, µ) be a measure space.

(a) Show that the family

B̃ = {E ⊆ X : E ∩ F ∈ B for every F ∈ B with µ(F ) <∞}
of locally measurable sets is a σ-algebra on X.

(b) Define a function µ̃ : B̃ → [0,∞] by

µ̃(E) =

{
µ(E), if E ∈ B;
∞, if E /∈ B.

Show that µ̃ is a measure and (X, B̃, µ̃) is saturated.

4.3 Suppose (X,B, µ) is a non-atomic probability space. The goal of this problem is to prove
Sierpiński’s theorem: if t ∈ [0, 1], then there exists a set E ∈ B with µ(E) = t.

(a) Show for any s ∈ (0, 1), there exists a set E ∈ B such that 0 < µ(E) < s.
(b) Let t ∈ (0, 1). Construct a sequence of disjoint measurable sets (En)n∈N such that

(i) for each n ∈ N, µ(E1 ∪ · · · ∪ En) < t, and
(ii) if possible, En is chosen so that µ(En) >

1
n .

Show that µ
(⋃

n∈NEn

)
= t.
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CHAPTER 5

Lebesgue–Stieltjes Measures

Let us rephrase (an instance of) the problem of measurement using the language of abstract
measure theory developed in Part 1.

Problem 5.1: Problem of Measurement in One Dimension

Construct a measure λ : Borel(R) → [0,∞] such that λ(I) = length(I) for every interval
I ⊆ R. Is there a unique such measure? Can the measure be defined on all subsets of R?

We will address this problem in a more general framework, where we allow for different assign-
ments of measure to intervals.

Definition 5.2

A Borel measure µ : Borel(R) → [0,∞] is locally finite if µ(K) < ∞ for every compact
set K ⊆ R. The distribution function of a locally finite Borel measure µ is the function
Fµ : R → R defined by

Fµ(x) =


µ((0, x]), if x > 0;

0, if x = 0;

−µ((x, 0]), if x < 0.

By monotonicity of the measure µ, its distribution function Fµ is necessarily increasing. More-
over, by continuity from above and below, Fµ is a right-continuous function. The goal of this
chapter is to prove the following theorem:

Theorem 5.3: Existence and Uniqueness of Lebesgue–Stieltjes Measures

Let F : R → R be an increasing, right-continuous function with F (0) = 0. There exists a
σ-algebra MF containing the Borel subsets of R and a complete measure µF : MF → [0,∞]
such that F = FµF . Moreover, if ν : Borel(R) → [0,∞] is a Borel measure satisfying Fν = F ,
then ν = µF |Borel(R), and µF is the completion of ν.

Definition 5.4

Let F : R → R be an increasing, right-continuous function. The unique complete measure
µF given by Theorem 5.3 is called the Lebesgue–Stieltjes measure associated to F .
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Proposition 5.5

Let F be an increasing, right-continuous function, and let µF be the Lebesgue–Stieltjes
measure associated to F . Then

lim
x→∞

F (x) = sup
x∈R

F (x) = µF ((0,∞)) and lim
x→−∞

F (x) = inf
x∈R

F (x) = −µF ((−∞, 0]).

Proof. This is an application of continuity from below of the measure µF . □

Notation. Given an increasing, right-continuous function, we will write F (∞) for the value
limx→∞ F (x) and F (−∞) = limx→−∞ F (x). In general, F (±∞) is an extended real number.

1. The π-λ Theorem and Uniqueness of Lebesgue–Stieltjes Measures

Before constructing Lebesgue–Stieltjes measures, let us prove that every locally finite Borel
measure is uniquely determined by its distribution function. The key tool will be the π-λ theorem,
for which we need a new definition.

Definition 5.6

Let X be a set.

• A family P ⊆ P(X) of subsets of X is a π-system if P is closed under finite
intersections.

• A family L ⊆ P(X) is a λ-system if ∅ ∈ L and L is closed under complements and
countable disjoint unions.

Example 5.7

The following are examples of π systems:

• the collection P = {(a, b] : a, b ∈ R} of half-open intervals in R;
• the family of open sets of any topological space;
• given a measure space (X,B, µ), the family P = {E ∈ B : µ(X \ E) = 0} of co-null
sets;

• given two measurable spaces (X,B) and (Y, C), the family P = {B×C : B ∈ B, C ∈
C} of “rectangles” in X × Y .

Examples of λ-systems include:

• for two probability measures µ, ν on a measurable space (X,B), the family L =
{E ∈ B : µ(E) = ν(E)}.

Another characterization of λ-systems is given by the following proposition:

Proposition 5.8

Let X be a set. A family L ⊆ P(X) is a λ-system if and only if it satisfies the following
three properties:

(1) X ∈ L;
(2) if A,B ∈ L and A ⊆ B, then B \A ∈ L;
(3) if A1 ⊆ A2 ⊆ . . . is an increasing sequence in L, then

⋃
n∈NAn ∈ L.

46



Proof. Suppose L is a λ-system. We check that L satisfies properties (1)–(3).
(1) Since ∅ ∈ L and L is closed under complements, we have X ∈ L.
(2) Let A,B ∈ L with A ⊆ B. Then B \ A = B ∩ Ac = (Bc ∪ A)c. The assumption A ⊆ B

means Bc ∩ A = ∅, so we have represented B \ A in terms of A and B using complementation
and disjoint union. Hence, B \A ∈ L.

(3) Let A1 ⊆ A2 ⊆ . . . be an increasing sequence in L. Let B1 = A1 and Bn = An \ An−1

for n ≥ 2. By property (ii), Bn ∈ L for every n ∈ N. Therefore,
⋃

n∈NAn =
⊔

n∈NBn ∈ L.

Conversely, suppose L ⊆ P(X) is a family of sets satisfying (1), (2), and (3).
Applying property (2) with A = B = X, we have ∅ = X \X ∈ L.
Let A ∈ L. Combining (1) and (2), Ac = X \A ∈ L.
Finally, let (An)n∈N be a pairwise disjoint sequence of sets in L. Then Bn = A1 ⊔ · · · ⊔ An

forms an increasing sequence, so by property (3), it suffices to prove that Bn ∈ L. By induction,
this reduces to showing that the disjoint union of two sets in L is an element of L. Let C,D ∈ L
with C ∩ D = ∅. Then C ⊔ D = (Cc ∩ Dc)c = (Cc \ D)c. We have already checked that L is
closed under complementation. The disjointness of C and D implies D ⊆ Cc, so Cc \D ∈ L by
property (2). Thus, C ⊔D ∈ L. □

Theorem 5.9: π-λ Theorem (Sierpiński–Dynkin)

Let X be a set, and suppose P ⊆ P(X) is a π-system. If L ⊆ P(X) is a λ-system and
P ⊆ L, then σ(P) ⊆ L.

We will prove the π-λ theorem with the help of several lemmas.

Lemma 5.10

Let X be a set. A family B ⊆ P(X) of subsets of X is a σ-algebra if and only if B is both
a π-system and a λ-system.

Proof. The definition of a λ-system is the same as the definition of a σ-algebra, except that one
is only allowed to take unions of disjoint sets in the definition of a λ-system. It therefore suffices
to check that being a π-system as well allows for taking countable unions of not necessarily
disjoint sets.

Suppose E1, E2, · · · ∈ B. Define E′
1 = E1, E

′
2 = E2 \ E1, . . . , E

′
n = En \

⋃n−1
i=1 Ei. Then

E′
1, E

′
2, . . . are pairwise disjoint and satisfy

⊔
n∈NE

′
n =

⋃
n∈NEn, so it suffices to check that

E′
n ∈ B for each n ∈ N. But this is clear upon rewriting E′

n = En∩
⋂n−1

i=1 E
c
i , since E

c
i = X\Ei ∈ B

(by the axioms of a λ-system) and a finite intersection of sets from B belongs to B (by the axioms
of a π-system). □

Lemma 5.11

Let X be a set, and suppose (Li)i∈I is a collection of λ-systems Li ⊆ P(X). Then
⋂

i∈I Li

is a λ-system.

Proof. The proof is the same as the proof of Proposition 2.3, except we only allow disjoint
unions. □
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Definition 5.12

Let X be a set and S ⊆ P(X) a family of subsets of X. The λ-system generated by S is the
smallest λ-system containing S:

λ(S) =
⋂

{L ⊆ P(X) : L is a λ-system,S ⊆ L}.

Lemma 5.13

Let X be a set, and let P ⊆ P(X) be a π-system. The λ-system λ(P) generated by P is a
σ-algebra.

Proof. By Lemma 5.10, it suffices to show that λ(P) is a π-system.

Claim 1. For any set A ∈ λ(P), the family LA := {B ⊆ X : A∩B ∈ λ(P)} is a λ-system.

Since A ∈ λ(P), we see that X ∈ LA.
Suppose B1, B2 ∈ LA and B1 ⊆ B2. Then

A ∩ (B2 \B1) = (A ∩B2)︸ ︷︷ ︸
∈λ(P)

\ (A ∩B1)︸ ︷︷ ︸
∈λ(P)

∈ λ(P),

so B2 \B1 ∈ LA.
Finally, suppose B1 ⊆ B2 ⊆ · · · ∈ LA. Then A ∩

⋃
n∈NBn =

⋃
n∈N(A ∩ Bn) ∈ λ(P), so⋃

n∈NBn ∈ LA.
This proves the claim.

Claim 2. For any A ∈ λ(P) and any B ∈ P, we have A ∩B ∈ λ(P).

This follows from Claim 1: the family LB is a λ-system, and P ⊆ LB by the definition of a
π-system, so LB ⊇ λ(P) ∋ A.

Let A,B ∈ λ(P). The family LA is a λ-system (by Claim 1) containing P (by Claim 2), so
LA ⊇ λ(P) ∋ B. Hence, A ∩B ∈ λ(P). □

Now we can complete the proof of the π-λ theorem.

Proof of π-λ Theorem (Theorem 5.9). Let P be a π-system, L a λ-system, and suppose
P ⊆ L. On the one hand, by Lemma 5.13, the λ-system λ(P) generated by P is a σ-algebra, so
σ(P) ⊆ λ(P). On the other hand, L is a λ-system containing P, so λ(P) ⊆ L. Combining these
two observations completes the proof. □

Corollary 5.14: Uniqueness of Lebesgue–Stieltjes Measures

Suppose µ and ν are locally finite Borel measures on R with the same distribution function
Fµ = Fν = F . Then µ = ν.

Proof. Let P be the π-system P = {(a, b] : a, b ∈ R} of half-open intervals. Define

L = {E ∈ Borel(R) : µ(E ∩ (−N,N ]) = ν(E ∩ (−N,N ]) for every N ∈ N} .
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Claim 1. L is a λ-system

For every N ∈ N,
µ((−N,N ]) = (µ((−N, 0]) + µ((0, N ])) = F (N)− F (−N).

The same holds for ν, so R ∈ L.
Suppose E ∈ L, and let N ∈ N. By additivity of µ and ν, we have

µ(Ec ∩ (−N,N ]) = µ((−N,N ])− µ(E ∩ (−N,N ])

= ν((−N,N ])− ν(E ∩ (−N,N ])

= ν(Ec ∩ (−N,N ]),

so Ec ∈ L.
Finally, L is closed under countable disjoint unions as a consequence of countable addi-

tivity of the measures µ and ν.

Claim 2. P ⊆ L

The sets (−N,N ] belong to P, which is a π-system, so it suffices to prove µ(P ) = ν(P ) for
every P ∈ P. Let P = (a, b] ∈ P. If b ≤ a, then P = ∅, so µ(P ) = ν(P ) = 0. Suppose a < b.
If a ≤ b, then µ(P ) = F (b)− F (a) = ν(P ).

By the π-λ theorem, σ(P) ⊆ L. But P generates the Borel σ-algebra (we essentially showed
this in the proof of Proposition 2.11), so L = Borel(R). Hence, applying continuity from below,
we have

µ(E) = lim
N→∞

µ (E ∩ (−N,N ]) = lim
N→∞

ν (E ∩ (−N,N ]) = ν(E)

for every E ∈ Borel(R). □

Example 5.15

The locally finite condition cannot be dropped from Corollary 5.14. As an example, define
a measure µ : Borel(R) → [0,∞] by

µ(B) = #(B ∩Q),

and let ν = ∞ · λ, where λ is the Lebesgue measure. (We will construct λ later in this
chapter, but for now, take it as a given that the Lebesgue measure exists.) Every non-empty
interval in R contains infinitely many rational points, so

Fµ(x) =


∞, if x > 0;

0, if x = 0;

−∞, if x < 0.

Similarly, every non-empty interval in R has positive Lebesgue measure, so multiplying by
∞, the measure ν has the same distribution function Fν = Fµ. However, µ and ν are not
the same measure, since, for instance, µ(R \ Q) = 0, while ν(R \ Q) = ∞, and µ({0}) = 1,
while ν({0}) = 0.
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2. Half-Open Intervals

Now we begin the construction of Lebesgue–Stieltjes measures. Let us define some basic objects
that we will work with for the construction.

Definition 5.16

A left-open, right-closed interval is a set of the form

• R,
• ∅,
• (a, b] with a, b ∈ R, a < b,
• (−∞, b] with b ∈ R, or
• (a,∞) with a ∈ R.

The intersection of two left-open, right-closed intervals is a left-open, right-closed intervals, and
the complement of a left-open, right-closed interval is either a left-open, right-closed interval or a
disjoint union of two left-open, right-closed intervals. Therefore, the family of left-open, right-closed
intervals forms a semi-algebra on R. We recall the definition below.

Definition 5.17

Let X be a set. A family S ⊆ P(X) of subsets of X is a semi-algebra if

• ∅, X ∈ S;
• if A,B ∈ S, then A ∩B ∈ S;
• if A ∈ S, then X \A =

⊔n
i=1Ci for some C1, . . . , Cn ∈ S.

In Exercise 2.1, you showed the following fact:

Proposition 5.18

Let S be a semi-algebra on a set X. Then

A =

{
n⊔

i=1

Si : n ∈ N, S1, . . . , Sn ∈ S

}
is an algebra.

Notation. We will denote the algebra generated by the semi-algebra of left-open, right-closed
intervals by

Aint =

{
n⊔

i=1

Ii : n ∈ N, Ii is a left-open, right-closed interval

}
.

Note that the σ-algebra generated by Aint is the Borel σ-algebra.

3. Premeasures and Outer Measures

We will begin the construction of the Lebesgue–Stieltjes measure associated to a distribution
function F by assigning a measure to each element of Aint.
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Definition 5.19

Let X be a set and A ⊆ P(X) an algebra. A premeasure is a function µ0 : A → [0,∞] such
that

• µ0(∅) = 0;
• if (An)n∈N is a sequence of pairwise disjoint elements of A and A =

⊔
n∈NAn ∈ A,

then µ0(A) =
∑∞

n=1 µ0(An).

Note that if A is a σ-algebra, then a premeasure on A is the same thing as a measure. More
generally, if µ : B → [0,∞] is a measure on a measurable space (X,B) and A ⊆ B is an algebra,
then µ0 = µ|A defines a premeasure on A.

The next proposition shows that we can associate to an increasing right-continuous function
F a premeasure on the algebra Aint generated by left-open, right-closed intervals. We will see
afterwards how to extend this premeasure to a measure on the Borel subsets of R.

Proposition 5.20

Let F : R → R be increasing and right-continuous. Define a function µF,0 : Aint → [0,∞] by

µF,0

(
n⊔

i=1

(ai, bi]

)
=

n∑
i=1

(F (bi)− F (ai)) .

Then µF,0 is a premeasure on Aint.

Proof. We will first show that µF,0 is a well-defined function on Aint and then prove that it is
a premeasure.

Step 1. µF,0 is well-defined

Every element of Aint can always be written uniquely in the form
n⊔

i=1

(ai, bi]

with −∞ ≤ a1 < b1 < a2 < b2 < · · · < an < bn ≤ ∞. Indeed, after writing the intervals
in increasing order, if ai+1 = bi for some i, then the intervals (ai, bi] and (ai+1, bi+1] can be
merged into the single interval (ai, bi+1]. This process of merging leaves the expression for
µF,0 unchanged, since if bi = ai+1, we have a telescoping phenomenon

(F (bi)− F (ai)) + (F (bi+1)− F (ai+1)) = F (bi+1)− F (ai).

Thus, the formula for µF,0 gives the same value for every possible expression of A ∈ Aint as
a disjoint union of left-open, right-closed intervals.

Step 2. If (a, b] =
⊔∞

i=1(ai, bi], then µF,0((a, b]) ≤
∑∞

i=1 µF,0((ai, bi]).
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Let δ > 0 and let εi > 0 for i ∈ N. Then [a+ δ, b] is a closed interval covered by the union of
open intervals

⋃∞
i=1(ai, bi+ εi). By the Heine–Borel theorem (compactness of closed intervals

in R), there is a finite subcover i1, . . . , in such that [a+ δ, b] ⊆
⋃n

j=1(aij , bij + εij ). Therefore,

(a+ δ, b] ⊆
⋃n

j=1(aij , bij + εij ], so by Step 1,

µF,0 ((a+ δ, b]) ≤
n∑

j=1

µF,0
(
(aij , bij + εij ]

)
≤

∞∑
i=1

µF,0((ai, bi + εi]).

Letting δ → 0,

lim
δ→0+

µF,0 ((a+ δ, b]) = F (b)− lim
δ→0+

F (a+ δ) = F (b)− F (a) = µF,0((a, b]),

since F is right-continuous. Similarly, given ε > 0, we can take εi sufficiently small so that∑∞
i=1 µF,0((ai, bi + εi]) ≤

∑∞
i=1 µF,0((ai, bi]) + ε. Then letting ε → 0 proves the desired

inequality.

Step 3. µF,0 is countably additive.

Suppose (An)n∈N is a sequence of pairwise disjoint elements of Aint, and A =
⊔

n∈NAn ∈
Aint. Each of the sets An, belonging to the algebra Aint, can be written in the form
An =

⊔Mn
m=1 Sn,m, where Sn,m is a left-open, right-closed interval. We know µF,0(An) =∑Mn

m=1 µF,0(Sn,m) by definition. Replacing (An)n∈N by (Sn,m)n∈N,1≤m≤Mn , we may assume
from the start that An is a left-open, right-closed interval for each n ∈ N.

Since A ∈ A, we may also write A =
⊔M

m=1 Sm for some left-open, right-closed intervals
Sm. Then

µF,0(A) =
M∑

m=1

µF,0(Sm) (definition of µF,0)

=

M∑
m=1

µF,0

(⊔
n∈N

(Sm ∩An)

)
(A = ⊔n∈NAn)

≤
∑
n,m

µF,0(Sm ∩An) (Step 2)

=
∞∑
n=1

µF,0

(
M⊔

m=1

(Sm ∩An)

)
(definition of µF,0)

=
∞∑
n=1

µF,0(An) (definition of µF,0)

On the other hand, for N ∈ N,
N∑

n=1

µF,0(An) = µF,0

(
N⊔

n=1

An

)
≤ µF,0(A),

so taking a limit as N → ∞,
∑∞

n=1 µF,0(An) ≤ µF,0(A).

□

The next stage in the construction is to extend the premeasure µF,0 to an outer measure defined
on all subsets of R.
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Definition 5.21

Let X be a set. A function µ∗ : P(X) → [0,∞] is an outer measure if

• µ∗(∅) = 0;
• monotone: if A ⊆ B, then µ∗(A) ≤ µ∗(B); and
• countably subadditive: for any sequence of sets (An)n∈N, one has
µ∗
(⋃

n∈NAn

)
≤
∑∞

n=1 µ
∗(An).

A premeasure can always be extended to an outer measure, as shown by the following propo-
sition.

Proposition 5.22

Let A be an algebra on a set X, and suppose µ0 : A → [0,∞] is a premeasure. Then

µ∗(E) = inf

{ ∞∑
n=1

µ0(An) : E ⊆
⋃
n∈N

An, An ∈ A

}
defines an outer measure on X with µ∗|A = µ0.

Proof. Let us check the properties one at a time.
First, ∅ ∈ A, so µ∗(∅) ≤ µ0(∅) = 0.
Next, suppose A ⊆ B. Then any set containing B also contains A, so the expression defining

µ∗(A) involves an infimum over a larger collection than the expression defining µ∗(B). Hence,
µ∗(A) ≤ µ∗(B).

Now let us prove countable subadditivity. Let (An)n∈N be a sequence of subsets of X. If
∞∑
n=1

µ∗(An) = ∞,

there is nothing to show, so assume
∞∑
n=1

µ∗(An) <∞.

Let ε > 0. For each n, let (An,k)k∈N be a sequence of elements of A such that An ⊆
⋃

k∈NAn,k

and
∞∑
k=1

µ0(An,k) < µ∗(An) +
ε

2n
.

Then (An,k)n,k∈N is a countable family of elements of the algebra A, and
⋃

n∈NAn ⊆
⋃

n,k∈NAn,k,
so

µ∗

(⋃
n∈N

An

)
≤
∑
n,k

µ0(An,k) ≤
∞∑
n=1

(
µ∗(An) +

ε

2n

)
=

∞∑
n=1

µ∗(An) + ε.

Letting ε→ 0 establishes countable subadditivity.
Finally, let us show µ∗|A = µ0. Let A ∈ A. Then by definition µ∗(A) ≤ µ0(A). It remains

to show µ∗(A) ≥ µ0(A). Let (An)n∈N be a sequence in A such that A ⊆
⋃

n∈NAn. Define a new
sequence (Bn)n∈N by B1 = A ∩A1 and Bn = A ∩An \ (A1 ∪ · · · ∪An−1). Since A is an algebra,
the sets Bn belong to A. Moreover, (Bn)n∈N is a sequence of pairwise disjoint sets whose union
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is A ∈ A, so

µ0(A) =

∞∑
n=1

µ0(Bn) =

∞∑
n=1

(µ0(Bn) + µ0(An \Bn)) ≤
∞∑
n=1

µ0(An).

Taking an infimum over all such collections (An)n∈N gives the desired inequality µ0(A) ≤ µ∗(A).
□

The outer measure µ∗F obtained from the premeasure µF,0 is not in general a measure on P(X).
The problem is that, while µ∗F is subadditive, it may fail to be additive. In order to obtain a measure,
we restrict to the sets with better additive behavior.

Definition 5.23

Let µ∗ be an outer measure on a set X. A set E ⊆ X is µ∗-measurable if for every A ⊆ X,

µ∗(A) = µ∗(A ∩ E) + µ∗(A \ E). (5.1)

Remark. Outer measures are subadditive, so (5.1) is equivalent to the a priori weaker inequality

µ∗(A) ≥ µ∗(A ∩ E) + µ∗(A \ E).

Theorem 5.24: Carathéodory’s Theorem

Let µ∗ be an outer measure on a set X. Let M ⊆ P(X) be the family of µ∗-measurable
sets. Then M is a σ-algebra, and µ∗|M is a complete measure.

Proof. We break the proof into several steps.

Claim 1. X ∈ M.

Given A ⊆ X, we have µ∗(A ∩X) + µ∗(A \X) = µ∗(A) + µ∗(∅) = µ∗(A).

Claim 2. M is closed under complementation.

Rewriting A \ E = A ∩ Ec, the measurability condition (5.1) is symmetric in E and Ec.

Claim 3. M is closed under finite unions.

Suppose E,F ∈ M, and let A ⊆ X. We want to show

µ∗(A) ≥ µ∗(A ∩ (E ∪ F )) + µ∗(A \ (E ∪ F )).
Writing A ∩ (E ∪ F ) = (A ∩E) ∪ (A ∩ F ∩Ec) and A \ (E ∪ F ) = A ∩ F c ∩Ec and applying
subadditivity of µ∗, we have

µ∗(A∩ (E∪F ))+µ∗(A\ (E∪F )) ≤ µ∗(A∩E)+µ∗(A ∩ F ∩ Ec) + µ∗(A ∩ F c ∩ Ec)︸ ︷︷ ︸
µ∗(A∩Ec)

= µ∗(A).

Claims 1–3 show that M is an algebra. The next claim upgrades M to a σ-algebra and
proves that µ∗|M is a measure.
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Claim 4. M is closed under countable disjoint unions, and µ∗|M is countably additive.

Suppose (En)n∈N be a sequence of pairwise disjoint sets in M, and let E =
⊔

n∈NEn. Let
A ⊆ X. As in Claim 3, we want to show

µ∗(A) ≥ µ∗(A ∩ E) + µ∗(A \ E). (5.2)

If µ∗(A) = ∞, there is nothing to check, so assume µ∗(A) < ∞. Let FN =
⊔N

n=1En. By
induction, we have

µ∗(A ∩ FN ) =
N∑

n=1

µ∗(A ∩ En).

Hence, by countable subadditivity of µ∗,

µ∗(A ∩ E) ≤
∞∑
n=1

µ∗(A ∩ En) = lim
N→∞

µ∗(A ∩ FN ).

For fixed N ∈ N, FN ∈ M by Claim 3, so

µ∗(A) = µ∗(A ∩ FN ) + µ∗(A \ FN ) ≥ µ∗(A ∩ FN ) + µ∗(A \ E).

Taking a limit as N → ∞ gives (5.2).
Note that we actually proved the stronger inequality

µ∗(A) ≥
∞∑
n=1

µ∗(A ∩ En) + µ∗(A \ E).

Taking A = E establishes countable additivity of µ∗.

Finally, we check that (X,M, µ∗|M) is complete.

Claim 5. If N ⊆ X and µ∗(N) = 0, then N ∈ M.

Let A ⊆ X. Then by monotonicity,

µ∗(A ∩N) + µ∗(A \N) ≤ µ∗(N) + µ∗(A) = µ∗(A).

□

The last remaining piece to tie everything together is relating the σ-algebraM in Carathéodory’s
theorem to the algebra on which the premeasure µ0 was defined.

Lemma 5.25

Let A be an algebra on a set X. Let µ0 : A → [0,∞] be a premeasure, and let µ∗ be the outer
measure extending µ0 as in Proposition 5.22. Then every element of A is µ∗-measurable.

Proof. Let A ∈ A, and let B ⊆ X be an arbitrary set. We want to show

µ∗(B) ≥ µ∗(B ∩A) + µ∗(B \A). (5.3)

Let (An)n∈N be family of elements of A such that B ⊆
⋃

n∈NAn. Then

∞∑
n=1

µ0(An) =

∞∑
n=1

(µ0(An ∩A) + µ0(An \A)) =
∞∑
n=1

µ0(An ∩A) +
∞∑
n=1

µ0(An \A).
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The union
⋃

n∈N(An ∩A) contains B ∩A, and similarly,
⋃

n∈N(An \A) contains B \A, so by the
definition of the outer measure µ∗,

∞∑
n=1

µ0(An) ≥ µ∗(B ∩A) + µ∗(B \A).

Taking an infimum over all such collections (An)n∈N gives (5.3). □

Putting everything together, we get the following theorem.

Theorem 5.26: Hahn–Kolmogorov Extension Theorem

Let A ⊆ P(X) be an algebra on a set X, and let µ0 : A → [0,∞] be a premeasure. Then µ0
extends to a complete measure µ : M → [0,∞] defined on a σ-algebra M ⊇ σ(A). Moreover,
if µ0 is σ-finite, then the extension of µ0 to σ(A) is unique, and µ is the completion of this
unique extension.

Proof. By Proposition 5.22, µ0 extends to an outer measure µ∗ : P(X) → [0,∞]. Let M
be the σ-algebra of µ∗-measurable sets, and let µ = µ∗|M. Then µ is a complete measure by
Carathéodory’s theorem (Theorem 5.24), and by Lemma 5.25, A ⊆ M.

Uniqueness in the σ-finite case is a consequence of the π-λ theorem and follows on exactly
the same lines as the proof of Corollary 5.14. □

Remark. When µ0 is not σ-finite, it may have several different extensions to σ(A). The outer
measure construction is the maximal such extension in the sense that given any other extension
ν : σ(A) → [0,∞] of µ0, one has ν(E) ≤ µ(E) for every E ∈ σ(A). We will return to this subject
in the context of product measures later in the course, where it will sometimes be useful to work
with a different extension of a premeasure than the one obtained by Carathéodory’s theorem.

Corollary 5.27: Existence of Lebesgue–Stieltjes Measures

Let F : R → R be increasing and right-continuous with F (0) = 0. There exists a σ-algebra
MF containing the Borel subsets of R and a complete measure µF : MF → [0,∞] with
distribution function FµF = F .

Proof. Let µF,0 be the premeasure on Aint given by Proposition 5.20. Then the extension µF
given by the Hahn–Kolmogorov extension theorem (Theorem 5.26) is a complete measure with
distribution function F . □

4. Lebesgue Measure

Definition 5.28

The Lebesgue measure on R is the Lebesgue–Stieltjes measure associated to the distribution
function F (x) = x.

Proposition 5.29

Let λ be the Lebesgue measure on R, and let M be the σ-algebra of Lebesgue measurable
sets.

(1) translation-invariance: λ(E + t) = λ(E) for every E ∈ M and t ∈ R;
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(2) reflection-invariance: λ(−E) = λ(E) for every E ∈ M;
(3) dilation property: λ(tE) = |t|λ(E) for every E ∈ M and t ∈ R;

Proof. Compute the distribution function of the transformed measure and apply uniqueness
of Lebesgue–Stieltjes measures (Corollary 5.14). We leave the details as an exercise. □

Using the translation-invariance property of the Lebesgue measure, we can prove the existence
of a non-measurable set.

Theorem 5.30

There exists a Lebesgue non-measurable subset of R.

Proof. Define an equivalence relation on [0, 1) by x ∼ y if y − x ∈ Q. By the axiom of choice,
let E ⊆ [0, 1) be a set containing exactly one representative of each equivalence class. For each
t ∈ Q ∩ [0, 1), let Et = {x+ t mod 1 : x ∈ E} ⊆ [0, 1).

Claim 1. The sets (Et)t∈Q∩[0,1) are pairwise disjoint.

For t, s ∈ Q ∩ [0, 1) and x, y ∈ E, if x+ t ≡ y + s (mod 1), then

y − x ≡ t− s (mod 1),

so x ∼ y. But E contains only one element from each equivalence class, so x = y and t = s.

Claim 2.
⊔

t∈Q∩[0,1)Et = [0, 1)

Let x ∈ [0, 1). Then there exists y ∈ E with y ∼ x, since E has a representative of each
equivalence class. Let t = x− y mod 1 ∈ Q ∩ [0, 1). Then

y + t ≡ x (mod 1).

so x ∈ Et.

Assume for contradiction that E is Lebesgue measurable.

Claim 3. For every t ∈ Q ∩ [0, 1), Et is Lebesgue measurable and λ(Et) = λ(E).

We can write
Et = ((E + t) ∩ [0, 1)) ⊔ ((E + t) ∩ [1, 2)− 1) .

Therefore, by translation invariance of the Lebesgue measure,

λ(Et) = λ(E + t) = λ(E).

Combining Claims 1–3 and using countable additivity of the Lebesgue measure,

1 = λ([0, 1)) =
∑

t∈Q∩[0,1)

λ(Et) =
∑

t∈Q∩[0,1)

λ(E) = ∞ · λ(E).

There is no value of λ(E) that can satisfy this equation. We have thus reached a contradiction,
so E is non-measurable. □
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Remark. The axiom of choice plays a crucial role in Theorem 5.30. Using the set-theoretic
notion of an inaccessible cardinal, Robert Solovay constructed a model of set theory under the
ZF axioms without choice in which every subset of R is Lebesgue measurable [6].

5. Cantor Measure

Another interesting example of a Borel measure on the real line is the “uniform” measure on
the middle-thirds Cantor set, which we will construct now. Recall that the Cantor set C ⊆ [0, 1]
is obtained by starting with the full interval [0, 1] and iteratively removing the middle third of

each remaining interval at each step. We can therefore write [0, 1] \ C =
⋃∞

n=0

⋃2n−1
k=0 In,k, where

In,0, . . . , In,2n−1 is an enumeration of the removed intervals of length 3−(n+1) in increasing order.
How should we define the distribution function for a uniform measure on C? Well, after step n = 0,
where we remove the interval (13 ,

2
3), we have half of of the Cantor set to the left of this interval and

the other half to the right, so the distribution function should take the value 1
2 on the entirety of

this interval. Arguing similarly, the distribution function should take the value 2k+1
2n+1 on the interval

In,k for each n ≥ 0 and k ∈ {0, 1, . . . , 2n − 1}. Since the union of the intervals
⋃∞

n=0

⋃2n−1
k=0 In,k are

dense in [0, 1], there is a unique way of interpolating between the values on the intervals In,k in
order to obtain a continuous function. We call this continuous function the Cantor function and
its associated Lebesgue–Stieltjes measure the Cantor measure.

1
3

2
3

1
2

1
9

2
9

7
9

8
9

1
4

3
4

Figure 5.1. Iterative construction of the Cantor function

A more explicit description of the Cantor set is the collection of numbers in the interval [0, 1]
whose binary expansion consists entirely of the digits 0 and 2. From this description of the Cantor
set, we can also obtain a formula for the Cantor function, namely

c(x) =

{∑∞
j=1

aj/2
2j
, if x =

∑∞
j=1

aj
3j

∈ C;

supy≤x,y∈C c(y), if x /∈ C.

The Cantor measure has a surprising combination of properties. Suppose you have a perfectly
fair coin to flip, and you record the sequence of heads and tails as you flip the coin repeatedly.
Recording heads as the digit 2 and tails as the digit 0, this sequence of coin flips produces a
random element of the Cantor set in terms of its base 3 expansion. The distribution of this random
element of the Cantor set is described by the Cantor measure.

The Cantor function is continuous, and so by Exercise 5.5, the Cantor measure is a continuous
probability measure. This is despite the fact that all of the mass of the Cantor measure is concen-
trated on the Cantor set, which is a set of Lebesgue measure zero! This makes the Cantor measure
an example of what is called a singular measure, and as a result, even though we have given a
reasonable probabilistic method for constructing Cantor-distributed random variables, the Cantor
measure does not have a probability density function. That is, there is no function f : [0, 1] → [0,∞)
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for which we can express µC((a, b]) =
∫ b
a f(x) dx. We will reencounter singular measures and deal

with them systematically later in the course.

6. Regularity of Lebesgue–Stieltjes Measures

Built into the definition of Lebesgue–Stieltjes measures is the fact that they are locally finite,
but it is not at all obvious that Lebesgue–Stieltjes measures should have additional regularity
properties. However, from the outer measure construction, we can quickly deduce several useful
and nontrivial properties about Lebesgue–Stieltjes measures.

Proposition 5.31

Let µ be a Lebesgue–Stieltjes measure on R, and let Mµ be the σ-algebra of µ-measurable
sets.

(1) Let E ⊆ R. The following are equivalent:
(i) E ∈ Mµ;
(ii) for any ε > 0, there exists a closed set F and an open set G such that F ⊆ E ⊆ G

and µ(G \ F ) < ε;
(iii) there exists an Fσ set A and a Gδ set B such that A ⊆ E ⊆ B and µ(B \A) = 0.

(2) outer regularity: If E ∈ Mµ, then

µ(E) = inf {µ(U) : U ⊇ E open} .
(3) inner regularity: If E ∈ Mµ, then

µ(E) = sup {µ(K) : K ⊆ E compact} .

Proof. We will first prove outer regularity (2), then prove the measurability conditions (1),
and end with inner regularity (3).

(2) Let E ∈ Mµ. By monotonicity of µ, it suffices to show µ(E) ≥ inf{µ(U) : U ⊇ E open}.
As usual, if µ(E) = ∞, there is nothing to check, so assume µ(E) <∞, and let ε > 0. From the
outer measure construction, we have

µ(E) = inf

{ ∞∑
n=1

µ((an, bn]) : E ⊆
⋃
n∈N

(an, bn]

}
.

Hence, there exists a family of left-open, right-closed intervals ((an, bn])n∈N such that E ⊆⋃
n∈N(an, bn] and

∑∞
n=1 µ((an, bn]) < µ(E)+ ε

2 . For each n ∈ N, let δn > 0 such that µ((an, bn+

δn)) < µ((an, bn]) + 2−(n+1)ε. Such δn exists by continuity of µ from above. Then for the open
set U =

⋃
n∈N(an, bn + δn), we have

µ(U) ≤
∞∑
n=1

µ((an, bn + δn)) <

∞∑
n=1

(µ((an, bn]) + 2−(n+1)ε) < µ(E) +
ε

2
+
ε

2
= µ(E) + ε.

But ε > 0 was arbitrary, so we are done.

(1) We will prove the chain of implications (i) =⇒ (ii) =⇒ (iii) =⇒ (i).
(i) =⇒ (ii). Suppose E ∈ Mµ, and let ε > 0. Let En = E ∩ (n, n + 1] for n ∈ Z. By (2),

there exists an open set Gn ⊇ En such that µ(Gn) < µ(En) + 2−|n| ε
6 . Let G =

⋃
n∈ZGn. Then

G is open, E ⊆ G, and

µ(G \ E) ≤
∞∑

n=−∞
µ(Gn \ En) <

ε

2
.
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Applying the same argument to Ec, we find an open set U ⊆ R such that Ec ⊆ U and µ(U\Ec) <
ε
2 . Let F = U c. Then F is closed, F ⊆ E, and µ(E \ F ) = µ(U \ Ec) < ε

2 . Therefore,
µ(G \ F ) ≤ µ(G \ E) + µ(E \ F ) < ε.

(ii) =⇒ (iii). For each n ∈ N, choose Fn ⊆ E ⊆ Gn such that µ(Gn \ Fn) <
1
n by (ii).

Let A =
⋃

n∈N Fn and B =
⋂

n∈NGn. Then A is an Fσ set, B is a Gδ set, A ⊆ E ⊆ B, and
µ(B \A) = 0.

(iii) =⇒ (i). Suppose (iii) holds. Then we may write E = A∪N , where A is an Fσ set and
N = E \A ⊆ B \A. Since µ is complete and Borel(R) ⊆ Mµ, we have E ∈ Mµ.

(3) Let E ∈ Mµ, and let ε > 0. Then by (1), there exists a closed set F ⊆ E such that
µ(E \ F ) < ε. Let Fn = F ∩ [−n, n] for n ∈ N. Then Fn is compact, F1 ⊆ F2 ⊆ . . . , and
F =

⋃
n∈N Fn. Therefore, by continuity of µ from below, µ(Fn) → µ(F ) as n → ∞. Hence,

sup{µ(K) : K ⊆ E compact} ≥ µ(F ) ≥ µ(E)− ε. □

Additional Reading

The construction of Lebesgue–Stieltjes measures presented in this chapter is along the same
lines as in the book of Folland [1, Sections 1.4 and 1.5]. A similar approach is taken in [7, Section
3.3] and [8, Sections 1.7.1–1.7.3].

Exercises

5.1 Confirm that the examples given in Example 5.7 are π-systems or λ-systems as claimed.

5.2 Let X be a set. Suppose P is a π-system containing X. Let F be a family of functions from
X to R with the following three properties

(1) for every E ∈ P, one has 1E ∈ F ;
(2) the space of functions F is a real vector space: if f, g ∈ F and c ∈ R, then cf + g ∈ F ;
(3) if 0 ≤ f1 ≤ f2 ≤ . . . is an increasing sequence in F and f = limn→∞ fn is bounded, then f ∈ F .

Prove that F contains every bounded σ(P)-measurable function.

5.3 A family of sets C ⊆ P(X) is called a monotone class if it is closed under countable monotone
unions and intersections. That is,

• if (An)n∈N is a sequence in C and A1 ⊆ A2 ⊆ . . . , then
⋃

n∈NAn ∈ C, and
• if (Bn)n∈N is a sequence in C and B1 ⊇ B2 ⊇ . . . , then

⋂
n∈NBn ∈ C.

The goal of this problem is to prove the monotone class theorem.

(a) Show that a family of sets is a σ-algebra if and only if it is both an algebra and a monotone
class.

(b) Show that the intersection of a family of monotone classes is a monotone class.
(c) Let C be a monotone class. Show that C′ = {E ⊆ X : X \ E ∈ C} is also a monotone class.
(d) Let C be a monotone class. Show that CE = {F ⊆ X : E ∪ F ∈ C} is also a monotone class for

every E ⊆ X.

Let A ⊆ P(X) be an algebra on X, and let C(A) be the monotone class generated by A. (This
monotone class is well-defined by part (b).)

(e) Use part (c) to show that C(A) is closed under complementation.
(f) Use part (d) to show that C(A) is closed under finite unions.
(g) Deduce the monotone class theorem: C(A) = σ(A).

5.4 Let (Ω,F ,P) be a probability space, and let X : Ω → R be a measurable function (called a
random variable in probability theory). Prove that the cumulative distribution function FX : R →
[0, 1] defined by F (x) = P(X ≤ x) determines the measure induced by X, PX : Borel(R) → [0, 1]
defined by PX(A) = P(X−1(A)).
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5.5 Let µ be a locally finite Borel measure on R with distribution function F . For x ∈ R, define
F (x−) = limy→x− F (y). The limit exists since F is an increasing function.

(a) Show that µ({x}) = F (x)− F (x−).
(b) Deduce that µ is a continuous measure if and only if F is a continuous function.

5.6 Let λ : Borel(R) → [0,∞] be the Lebesgue measure on the Borel subsets of R. Let µ be another
Borel measure on R such that

(1) for all A ∈ Borel(R) and x ∈ R, µ(A+ x) = µ(A), and
(2) 0 < µ((0, 1]) <∞.

Show that there is a number α > 0 such that µ = αλ.

5.7 Let λ be the Lebesgue measure on R, and let E be a Lebesgue measurable set. Prove: if
λ(E) > 0, then E contains a non-measurable set.

5.8 Let λ be the Lebesgue measure on R.
(a) For a set A ⊆ R, let A−A be the set of differences A−A = {x− y : x, y ∈ A}. Show t ∈ A−A

if and only if A ∩ (A+ t) ̸= ∅.
(b) Let A be a Lebesgue-measurable set with λ(A) > 0. Show that A − A contains an interval

around 0.
(c) Suppose (H,+) ⊆ (R,+) is a proper subgroup that is Lebesgue measurable. Prove λ(H) = 0.

5.9 Let µ be a Lebesgue–Stieltjes measure on R with µ(R) < ∞. Let µ∗ be the associated outer
measure µ∗(E) = inf

{∑∞
n=1 µ((an, bn]) : E ⊆

⋃
n∈N(an, bn]

}
. Define the inner measure of a set

E ⊆ R by µ∗(E) = µ(R)− µ∗(R \ E).

(a) Show that µ∗(E) = sup{µ(K) : K ⊆ E compact}.
(b) Prove that a set E ⊆ R is µ-measurable if and only if µ∗(E) = µ∗(E).
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CHAPTER 6

Borel Measures on Locally Compact Hausdorff Spaces

In the previous chapter, we constructed locally finite Borel measures on the real line. This is
already sufficient for many purposes in probability theory, where the structure of the underlying
measure space is often insignificant and the main object of study is (real-valued) random variables.
However, in other contexts, the underlying structure of the measure space may play a prominent role
(for example, if one is interested in measures on manifolds), and for this, we need additional tools
to construct measures on more general topological spaces. The goal of this section is to construct
Borel measures on locally compact Hausdorff spaces that are “compatible with the topology” in a
sense that will be made precise below.

1. Locally Compact Hausdorff Spaces

Definition 6.1

A topological space X is

• Hausdorff if every pair of points can be separated by open sets: if x, y ∈ X and
x ̸= y, then there are open set U ∋ x and V ∋ y such that U ∩ V = ∅;

• locally compact if for every point has a compact neighborhood: for x ∈ X, there is
an open set U and a compact set K such that x ∈ U ⊆ K.

If X is both locally compact and Hausdorff, we say X is a locally compact Hausdorff space
or an LCH space for short.

Example 6.2

Examples of locally compact Hausdorff spaces include:

• the unit interval [0, 1]
• the middle-thirds Cantor set
• Euclidean space Rd for d ∈ N
• topological manifolds
• discrete spaces

Non-examples include:

• the rational numbers Q (not locally compact)
• infinite-dimensional real or complex vector spaces (not locally compact)
• an infinite set with the co-finite topology (not Hausdorff)

Definition 6.3

Let X be an LCH space and f : X → C a continuous function. The support of f is the set

supp (f) = {f ̸= 0}.
We say that f is compactly supported if supp (f) is a compact subset of X.
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Notation. We denote the space of compactly supported continuous functions on a topological
space X by Cc(X).

2. Radon Measures and the Riesz Representation Theorem

Definition 6.4

Let X be an LCH space. A Borel measure µ on X is a Radon measure if µ is

• locally finite: µ(K) <∞ for every compact K ⊆ X;
• outer regular: for every Borel set E ⊆ X,

µ(E) = inf{µ(U) : U is open and E ⊆ U};
and

• inner regular on open sets: for every open set G ⊆ X,

µ(G) = sup{µ(K) : K is compact and K ⊆ G}.

Let X be an LCH space, and suppose µ is a Radon measure on X. Given f ∈ Cc(X), we have∫
X
|f | dµ ≤ sup

x∈X
|f(x)| · µ (supp (f)) .

The quantity supx∈X |f(x)| is actually a maximum and is finite by the extreme value theorem,
while µ (supp (f)) < ∞ since µ is locally finite. Hence, Cc(X) ⊆ L1(µ). Integration against the
measure µ thus induces a positive linear functional on Cc(X).

Definition 6.5

A linear functional on Cc(X) is a linear map φ : Cc(X) → C. We say that a linear functional
φ : Cc(X) → C is positive if φ(f) ≥ 0 for every f ∈ Cc(X) with f ≥ 0.

It turns out that all positive linear functionals on Cc(X) arise via integration against a measure.

Theorem 6.6: Riesz Representation Theorem

Let X be a locally compact Hausdorff space. Given a positive linear functional φ : Cc(X) →
C, there exists a unique Radon measure µ such that

φ(f) =

∫
X
f dµ (6.1)

for every f ∈ Cc(X).

3. Topological Lemmas

Lemma 6.7

Let X be an LCH space. Suppose K ⊆ X is compact, U ⊆ X is open, and K ⊆ U . Then
there exists an open set V ⊆ X such that V is compact and K ⊆ V ⊆ V ⊆ U .

Proof. We first handle the case K = {x}. Since X is locally compact, there is an open
neighborhood W ⊆ X such that x ∈ W and W is compact. If W ⊆ U , then we are done.
Suppose W ̸⊆ U . Then L = W \ U is a compact set, and x /∈ L. For each point y ∈ L, let
Vy and Oy be open sets such that x ∈ Vy, y ∈ Oy, and Vy ∩ Oy = ∅. (The sets Vy and Oy
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exist, since X is Hausdorff.) By compactness of L, there is a finite collection y1, . . . , yn ∈ L such
that L ⊆

⋃n
j=1Oyj . Let V = W ∩

⋂n
j=1 Vyj . Then V is open, x ∈ V , and V ⊆ W is compact.

Moreover, if z ∈ V , then z ∈ V yj for every j ∈ {1, . . . , n}. Hence, z /∈ Oyj , so z /∈ L. Therefore,

V ⊆W \ L ⊆ U .
Suppose now that K is an arbitrary compact set. By the above, we may find open sets Vx,

x ∈ K, such that x ∈ Vx ⊆ V x ⊆ U . By compactness, there is a finite subcover x1, . . . , xn ∈ K
such that K ⊆

⋃n
j=1 Vxj . We then take V =

⋃n
j=1 Vxj . □

Corollary 6.8

Let X be an LCH space. Suppose K ⊆ X is compact, U1, . . . , UN ⊆ X are open, and
K ⊆

⋃N
n=1 Un. Then there exists open sets Vn ⊆ X such that V n ⊆ Un is compact and

K ⊆
⋃N

n=1 Vn.

Proof. We do a proof by induction on N . The base case (N = 1) is Lemma 6.7. Suppose
the statement holds for some N ∈ N, and let K be a compact set and U1, . . . , UN+1 an open
cover of K. Let K1 = K \ UN+1. Then K1 is a compact set covered by U1, . . . , UN , so by the
inductive hypothesis, there exist open sets V1, . . . , VN such that V n ⊆ Un is compact for n ≤ N
and K1 ⊆

⋃N
n=1 Vn. Now let K2 = K \ (

⋃N
n=1 Vn). Then K2 is a compact subset of UN+1, so by

Lemma 6.7 there exists an open set VN+1 such that V N+1 ⊆ UN+1 is compact and K2 ⊆ VN+1.

Then K ⊆
⋃N+1

n=1 Vn, so the corollary holds by induction. □

Lemma 6.9: Urysohn’s Lemma for LCH Spaces

Let X be an LCH space. Given a compact set K ⊆ X and an open set U ⊆ X with K ⊆ U ,
there exists a compactly supported continuous function f : X → [0, 1] such that f = 1 on K
and supp (f) ⊆ U .

Proof. Let K be a compact subset of X and U ⊆ X an open set with K ⊆ U . By Lemma 6.7,
let V be an open set such that V is compact and K ⊆ V ⊆ V ⊆ U . We construct a function f
supported on V in terms of its sub-level sets.

Let K(1) = K, V (0) = V . Put V (1) = ∅ and K(0) = V .

Claim 1. There are families of open sets V (r) and compact sets K(r) indexed by dyadic
rationals r ∈ [0, 1] such that

• for every dyadic rational r ∈ [0, 1], V (r) ⊆ K(r), and
• for dyadic rationals r, s ∈ [0, 1], if r > s, then K(r) ⊆ V (s).
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We will prove the claim by induction on the denominators of dyadic rationals. By Lemma
6.7, let V (1/2) be an open set such that K(1/2) = V (1/2) is compact and K = K(1) ⊆
V (1/2) ⊆ K(1/2) ⊆ V (0) = V .

Suppose we have constructed sets V (r) and K(r) with the desired properties for dyadic
rationals r ∈ (0, 1) with denominators 2n for n < N . Let r ∈ (0, 1) by a dyadic rational

with denominator 2N , say r = 2j−1
2N

, j ∈ {1, . . . , 2N−1}. By the induction hypothesis, we

have a compact set K
(

j
2N−1

)
and an open set V

(
j−1
2N−1

)
such that K

(
j

2N−1

)
⊆ V

(
j−1
2N−1

)
.

Applying Lemma 6.7, we then obtain an open set V (r) such that K(r) = U(r) is compact,

and K
(

j
2N−1

)
⊆ V (r) ⊆ K(r) ⊆ V

(
j−1
2N−1

)
. The claim thus holds by induction.

Define f(x) = 0 if x /∈ V (0) and f(x) = sup{r ≥ 0 : x ∈ V (r)} otherwise. By construction
K = K(1) ⊆ V (r) for every dyadic rational r ∈ [0, 1), so f = 1 on K. Moreover, supp (f) ⊆
K(0) ⊆ U . It remains to show that f is continuous.

Claim 2. For a ∈ R,

{f > a} =


∅, if a ≥ 1;⋃

r>a V (r), if 0 ≤ a < 1;

X, if a < 0.

The function f takes values between 0 and 1, so the cases a < 0 and a ≥ 1 are immediate.
Let 0 ≤ a < 1. Suppose x ∈ X and f(x) > a. Then by the definition of f , there exists r > a
such that x ∈ V (r). Hence, x ∈

⋃
r>a V (r). Conversely, if x ∈

⋃
r>a V (r), then f(x) ≥ r > a.

Claim 3. For b ∈ R,

{f < b} =


X, if b > 1;⋃

r<b(X \K(r)), if 0 < b ≤ 1;

∅, if b ≤ 0.

As in the previous claim, since f takes values in the interval [0, 1], the cases b > 1 and b ≤ 0
are immediate. Let 0 < b ≤ 1. Suppose f(x) < b. Taking s ∈ (f(x), b), we have x /∈ V (s).
Let r ∈ (s, b). Then since K(r) ⊆ V (s), we conclude x /∈ K(r). Hence, x ∈

⋃
r<b(X \K(r)).

Conversely, if x /∈ K(r) for some r < b, then x /∈ V (s) for s ≥ r, so f(x) ≤ r < b.

Combining Claims 2 and 3, for any a, b ∈ R, the set {a < f < b} is an intersection of two
open sets and therefore open. Thus, f is continuous. □

Notation. For a compact set K ⊆ X and a function f : X → [0, 1], we write K ≺ f if f = 1
on K. Given an open set U ⊆ X and a function f : X → [0, 1], we write f ≺ U if supp (f) ⊆ U .
With this notation, the conclusion of Urysohn’s lemma reads K ≺ f ≺ U .
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Corollary 6.10: Partition of Unity

Let X be an LCH space. Let K ⊆ X be a compact set and U1, . . . , UN ⊆ X an open cover
of K. Then there exist compactly supported continuous functions hn : X → [0, 1] such that

hn ≺ Un for each n ∈ {1, . . . , N} and
∑N

n=1 hn = 1 on K.

Proof. First apply Corollary 6.8 to obtain open sets V1, . . . , VN such that V n ⊆ Un is compact
and K ⊆

⋃N
n=1 Vn. Then by Urysohn’s lemma, let fn ∈ Cc(X) with V n ≺ fn ≺ Un. Define

h1 = f1, h2 = (1− f1)f2, . . . , hN = (1− f1) . . . (1− fN−1)fN . For each n ∈ {1, . . . , N}, hn ≤ fn,
so hn has compact support, and hn ≺ Un. Moreover, it can be checked by induction on N that

N∑
n=1

hn = 1−
N∏

n=1

(1− fn).

For x ∈ K, at least one of the functions fn(x) is equal to 1, so
∑N

n=1 hn(x) = 1. □

Lemma 6.11

Let X be a locally compact Hausdorff space, and suppose µ is a Radon measure on X. Then
for any open set U ⊆ X,

µ(U) = sup

{∫
X
f dµ : f ∈ Cc(X), 0 ≤ f ≺ U

}
.

Proof. Clearly µ(U) ≥
∫
X f dµ for any f ∈ Cc(x) with 0 ≤ f ≤ 1U . Let us prove the reverse

inequality. Let c < µ(U) be arbitrary. Then by inner regularity of µ on open sets, there exists
a compact set K ⊆ U such that µ(K) > c. Then by Urysohn’s lemma, there is a continuous
function f ∈ Cc(X) such that K ≺ f ≺ U . By monotonicity of the integral, we then have∫

X
f dµ ≥ µ(K) > c.

□

4. Proof of the Riesz Representation Theorem

Proof of Riesz Representation Theorem. We will carry out the proof in several steps.

Step 1. Uniqueness.

Suppose µ and ν are two Radon measures satisfying (6.1). By Lemma 6.11, µ and ν must
agree on all open subsets of X. But then by outer regularity, µ and ν agree on all Borel sets.

Step 2. Defining an Outer Measure.
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Motivated by Lemma 6.11, we define

m(U) = sup {φ(f) : f ∈ Cc(X), 0 ≤ f ≺ U}
for open subsets U ⊆ X, and let

µ∗(E) = inf{m(U) : U is open and E ⊆ U}
for E ⊆ X.

We must check that µ∗ is an outer measure. That µ∗(∅) = 0 and µ∗ is monotone are both
easy consequences of the definition of µ∗. Suppose (En)n∈N is a countable family of subsets
of X. We want to show

µ∗

(⋃
n∈N

En

)
≤

∞∑
n=1

µ∗(En).

If the sum diverges, there is nothing to show, so assume the sum is finite. Let ε > 0 be
arbitrary. Take (Un)n∈N open sets such that En ⊆ Un and µ∗(En) > m(Un) − 2−nε. Let
f ∈ Cc(X) with 0 ≤ f ≺

⋃
n∈N Un. Since the sets (Un)n∈N are open and supp (f) is a compact

set, there exists N ∈ N such that supp (f) ⊆
⋃N

n=1 Un. By partition of unity (Corollary 6.10),

let h1, . . . , hN ∈ Cc(X) such that hn ≺ Un and
∑N

n=1 hn = 1 on supp (f). Letting fn = f ·hn,
we have f =

∑N
n=1 fn. Therefore,

φ(f) =
N∑

n=1

φ(fn) ≤
N∑

n=1

m(Un) ≤
∞∑
n=1

m(Un) ≤
∞∑
n=1

µ∗(En) + ε.

Taking a supremum over all such f , we conclude

µ∗

(⋃
n∈N

En

)
≤ m

(⋃
n∈N

Un

)
= sup

{
φ(f) : f ∈ Cc(X), 0 ≤ f ≺

⋃
n∈N

Un

}
≤

∞∑
n=1

µ∗(En) + ε.

Since ε was arbitrary, this proves that µ∗ is countably subadditive and therefore an outer
measure.

Step 3. Borel Sets are µ∗-Measurable.

By Carathéodory’s theorem (Theorem 5.24), the family of µ∗-measurable sets is a σ-algebra,
so it suffices to check that every open set is µ∗-measurable. Let U ⊆ X be an open set. We
want to show

µ∗(E) ≥ µ∗(E ∩ U) + µ∗(E \ U) (6.2)

for every E ⊆ X with µ∗(E) < ∞. Let E ⊆ X be any set with µ∗(E) < ∞. Let ε > 0 be
arbitrary, and choose an open set V ⊆ X with E ⊆ V and µ∗(E) > m(V )− ε. The set V ∩U
is open, so choose a function f1 ∈ Cc(X) with 0 ≤ f1 ≺ V ∩U such that φ(f1) > m(V ∩U)−ε.
Let K = supp(f1), and then choose a function f2 ∈ Cc(X) with 0 ≤ f2 ≺ V \K such that
φ(f2) > m(V \K)− ε. Then

µ∗(E) > m(V )−ε ≥ φ(f1+f2)−ε > m(V ∩U)+m(V \K)−3ε ≥ µ∗(E∩U)+µ∗(E \U)−3ε.

Taking ε→ 0 gives (6.2).

We can now define a Borel measure µ by µ = µ∗|Borel(X).

Step 4. Regularity of µ.
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The measure µ is outer regular by construction. We will check that it is also inner regular
on open sets. Let U ⊆ X be open, and let c < µ(U). By the definition of µ, there exists
a function f ∈ Cc(X) with 0 ≤ f ≺ U such that φ(f) > c. Let K = supp(f). We claim
µ(K) ≥ φ(f) > c. From the definition of µ, it suffices to show: if V ⊇ K is open, then there
exists a function g ∈ Cc(X) with 0 ≤ g ≺ V with φ(g) > c. But this is immediate upon
taking g = f .

Step 5. Local Finiteness.

Let K ⊆ X be compact. We want to show µ(K) <∞. It suffices to find an open set U ⊇ K
with m(U) <∞. Since X is locally compact, there exists an open set U ⊇ K such that U is
compact (see Lemma 6.7). Let f ∈ Cc(X) with U ≺ f . Suppose g ∈ Cc(X) with 0 ≤ g ≺ U .
Then f − g ≥ 0, so φ(g) ≤ φ(f). Thus,

m(U) = sup{φ(g) : g ∈ Cc(x), 0 ≤ g ≤ 1, supp(g) ⊆ U} ≤ φ(f) <∞.

Step 6. Proving the Identity (6.1).

Let f ∈ Cc(X), and let K = supp(f). By decomposing f into real and imaginary parts, then
positive and negative parts and scaling, we may assume 0 ≤ f ≤ 1. Given N ∈ N, we decom-
pose K =

⊔N
n=0Kn, where K0 = {x ∈ K : f(x) = 0} and Kn =

{
x ∈ K : f(x) ∈

(
n−1
N , n

N

]}
for n ≥ 1. For n ∈ {1, . . . , N}, let

fn(x) =


0, if x ∈ Km,m < n

f(x)− n−1
N , if x ∈ Kn

1
N , if x ∈ Km,m > n.

Then fn ∈ Cc(X) and f =
∑N

n=1 fn. Moreover,
⊔

m>nKm ≺ Nfn ≺
⊔

m≥nKm. We can

therefore estimate φ(f) and
∫
X f dµ as follows:

1

N

N∑
n=1

µ

( ⊔
m>n

Km

)
≤ φ(f) ≤ 1

N

N∑
n=1

µ

 ⊔
m≥n

Km

 .

and

1

N

N∑
n=1

µ

( ⊔
m>n

Km

)
≤
∫
X
f dµ ≤ 1

N

N∑
n=1

µ

 ⊔
m≥n

Km

 .

All that remains is to check that the two sides of the inequality become arbitrarily close as
N → ∞. Observe:

1

N

N∑
n=1

µ

 ⊔
m≥n

Km

− 1

N

N∑
n=1

µ

( ⊔
m>n

Km

)
=

1

N

N∑
n=1

µ(Kn) =
1

N
µ(K),

and µ(K) < ∞ by Step 5. Therefore, taking N → ∞ and applying the squeeze theorem, we
conclude ∫

X
f dµ = φ(f).

□
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Example 6.12

Let R : Cc(R) → C be the functional induced by Riemann integration. That is, if f :

R → C with compact support, say supp(f) ⊆ [a, b], then R(f) =
∫ b
a f(x) dx. The measure

representing the functional R is the Lebesgue measure on R.

5. Regularity of Radon Measures*

Proposition 6.13

Let X be a locally compact Hausdorff space, and let µ be a Radon measure on X. Then µ is
inner regular on all σ-finite sets. That is, if E ⊆ X is a Borel set and E =

⋃
n∈NEn, where

each set En is a Borel set with µ(En) <∞, then

µ(E) = sup{µ(K) : K is compact and K ⊆ E}. (6.3)

Proof. We will first handle the case that µ(E) <∞. Let ε > 0. By outer regularity of µ, there
is an open set U ⊇ E such that µ(U) < µ(E)+ ε

2 . Applying outer regularity again, we may find
an open set V ⊇ U \E such that µ(V ) < ε

2 . Since µ is inner regular on open sets by assumption,
let K ⊆ U be a compact set with µ(K) > µ(U)− ε

2 . Then K \ V is a compact subset of E, and

µ(K \ V ) ≥ µ(K)− µ(V ) > µ(U)− ε ≥ µ(E)− ε.

But ε was arbitrary, so µ(E) ≤ sup{µ(K) : K ⊆ E compact}.
Now we handle the general σ-finite case. Write E =

⋃
n∈NEn with En ⊆ X Borel and

µ(En) <∞ for each n ∈ N. By the finite case above, there exist compact subsets Kn ⊆ En with

µ(En \Kn) < 2−n. For each N ∈ N, we then have that
⋃N

n=1Kn is a compact subset of E, and

µ

(
N⋃

n=1

Kn

)
≥ µ

(
N⋃

n=1

En

)
−

N∑
n=1

µ(En \Kn) > µ

(
N⋃

n=1

En

)
− 1.

Moreover, supN∈N µ
(⋃N

n=1En

)
= µ(E) = ∞, so supN∈N µ

(⋃N
n=1Kn

)
= ∞ as desired. □

Corollary 6.14

Every σ-finite Radon measure is regular. In particular, if X is σ-compact, then every Radon
measure on X is regular.

The next example shows that Radon measures on non-σ-compact spaces may fail to be regular.

Example 6.15

Let X = [0, 1] × Y , where Y is an uncountable set with the discrete topology. Then X is
a locally compact Hausdorff space, and compact sets take the form K =

⋃
y∈F (Ky × {y}),

where F is finite and Ky ⊆ [0, 1] is compact for each y ∈ F . We may define a functional

φ : Cc(X) → C by φ(f) =
∑

y∈Y
∫ 1
0 f(x, y) dx, where the inner integral is the Riemann

integral. Let µ be the Radon measure representing φ, and consider the set E = {0} × Y .
If K ⊆ E is compact, then K = {0} × F for some some finite F ⊆ Y , so µ(K) = 0.

Hence, sup{µ(K) : K ⊆ E compact} = 0.
However, we will show that µ(E) = ∞, so µ is not inner regular on E. Let U ⊆ X be an

open set with E ⊆ U . Then for each y ∈ Y , there exists δy > 0 such that [0, δy)× {y} ⊆ U .
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Note that Y = {y ∈ Y : δy > 0} =
⋃

n∈N{y ∈ Y : δy >
1
n}. Since Y is uncountable, it follows

that Yn = {y ∈ Y : δy >
1
n} is infinite (in fact, uncountable) for some n ∈ N.

By Urysohn’s lemma, for each y ∈ Yn, let fy ∈ Cc([0, 1]) such that
[
0, 1

2n

]
≺ fy ≺[

0, 1n
)
⊆ [0, δy). Given a finite subset F ⊆ Yn, define a function fF ∈ Cc(X) by

fF (x, y) =

{
fy(x), if y ∈ F ;

0, if y /∈ F.

Then
[
0, 1

2n

]
× F ≺ fF ≺

[
0, 1n

)
× F ⊆ U . Therefore,

µ(U) ≥ φ(fF ) =
∑
y∈F

∫ 1

0
fy(x) dx ≥ |F |

2n
.

But Yn is infinite, so |F | can be made arbitrarily large, whence µ(U) = ∞. Therefore,
µ(E) = inf{µ(U) : U ⊇ E open} = ∞.

Theorem 6.16

Let X be a second countable LCH space or, more generally, an LCH space in which every
open set is σ-compact. Then every locally finite Borel measure on X is regular, hence Radon.

Proof. Let X be an LCH space in which every open set is σ-compact, and let µ be a locally
finite Borel measure on X. Since X is σ-compact by assumption, it suffices by Corollary 6.14 to
show that µ is a Radon measure.

Because µ is locally finite, compactly supported continuous functions are µ-integrable, so
we may define a positive linear function Iµ : Cc(X) → C by Iµ(f) =

∫
X f dµ. By the Riesz

representation theorem, there is a unique Radon measure ν such that Iµ(f) =
∫
X f dν for every

f ∈ Cc(X). Our goal is thus to show µ = ν so that µ is Radon.

Claim 1. If U is open, then µ(U) = ν(U).

Let U ⊆ X be open. We may write U =
⋃

n∈NKn for some compact sets Kn. Let f1 ∈ Cc(X)

with K1 ≺ f1 ≺ U . Then construct inductively fn ∈ Cc(X) such that
⋃n−1

j=1 supp (fj)∪Kn ≺
fn ≺ U . Then 0 ≤ f1 ≤ f2 ≤ . . . , and fn → 1U pointwise. Thus, by the monotone
convergence theorem,

µ(U) = lim
n→∞

∫
X
fn dµ = lim

n→∞

∫
X
fn dν = ν(U).

Write X =
⋃

n∈NKn with Kn compact. Then there are open sets Vn such that V n is compact
and Kn ⊆ Vn by Lemma 6.7. Let Xn =

⋃n
j=1 Vj so that X1 ⊆ X2 ⊆ . . . is an increasing family

of open sets with compact closure such that
⋃

n∈NXn = X.

Claim 2. The family L = {E ∈ Borel(X) : µ(E ∩Xn) = ν(E ∩Xn) for every n ∈ N} is
a λ-system.

The proof is the same as Claim 1 in Corollary 5.14.
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The family of open subsets of a topological space is a π-system, so combining Claims 1 and
2 with the π-λ theorem, we conclude that µ(E ∩Xn) = ν(E ∩Xn) for every Borel set E ⊆ X
and every n ∈ N. Applying continuity from below, it follows that µ = ν. □

Exercises

6.1 Let X be an LCH space, and let µ : Borel(X) → [0,∞] be a Borel measure on X. Prove the
following are equivalent:

(i) µ(K) <∞ for all K ⊆ X compact;
(ii) for every x ∈ X, there exists an open set U ⊆ X with x ∈ U such that µ(U) <∞.

6.2 (a) Show that the Dirac functional δ0 : C([0, 1]) → C defined by δ0(f) = f(0) is not of the
form

δ0(f) =

∫ 1

0
f(t)g(t) dt

for a function g ∈ C([0, 1]).
(b) Define a positive linear functional ψ : C([0, 1]) → C by

ψ(f) =
f(0) + f(1)

2
+

∫ 1

0
tf(t) dt.

Determine the measure µ corresponding to ψ, and calculate µ([0, 1]).

6.3 In this exercise, we will construct a Haar measure on the circle T = R/Z. For this, recall
that one can identify functions f : T → C with 1-periodic functions F : R → C (i.e. we require
F (x + 1) = F (x)). Furthermore, f is continuous (measurable) if and only if F is continuous
(measurable). We define a measure m on T by requiring that∫

T
f dm =

∫ 1

0
F (x) dx

where f and F are continuous functions corresponding to each other. Justify that m is well-defined
and show that m is a Haar measure on T.
6.4 This exercise shows that the locally finite assumption cannot be removed in Theorem 6.16. We
consider the (Alexandrov) one-point compactification of N, i.e. the topological space (X, τ) with
X = N ∪ {∞} and τ = {U ⊆ X : U ⊆ N or U c is finite}.
(a) Show that (X, τ) is a compact Hausdorff space in which every subset is σ-compact. Check that

the Borel σ-algebra is Borel(X) = P(X).
(b) Let µ : P(X) → [0,∞] be the counting measure. Prove that µ is inner regular but not outer

regular.
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CHAPTER 7

Products of Measure Spaces

Definition 7.1

Let (X,B) and (Y, C) be measurable spaces. A measurable rectangle in X × Y is a set of
the form B × C such that B ∈ B and C ∈ C. The product σ-algebra B ⊗ C on X × Y is the
σ-algebra generated by measurable rectangles.

Remark. The product can also be defined in a category-theoretic way. Let πX : X × Y be
the projection onto the first coordinate, πX(x, y) = x, and let πY : X × Y be the projection
onto the second coordinate, πY (x, y) = y. The maps πX and πY are easily checked to be
measurable maps defined on (X × Y,B ⊗ C). The product measurable space (X × Y,B ⊗ C)
satisfies the following universal property (see Figure 7.1): for any measurable space (Z,D) and
any measurable functions f : Z → X and g : Z → Y , there is a unique measurable function
h : Z → X × Y such that πX ◦ h = f and πY ◦ h = g. This universal property characterizes the
product space (X × Y,B ⊗ C) uniquely up to isomorphism.

Z

X X × Y Y

f g
h

πX πY

Figure 7.1. Universal property of product spaces.

Definition 7.2

Let (X,B, µ) and (Y, C, ν) be measure spaces. A measure ρ : B ⊗ C → [0,∞] is a product
measure of µ and ν if ρ(B × C) = µ(B)ν(C) for every B ∈ B and C ∈ C.

Theorem 7.3

Let (X,B, µ) and (Y, C, ν) be measure spaces. There exists a product measure ρ : B ⊗ C →
[0,∞]. Moreover, if µ and ν are σ-finite, then there is a unique product measure.

The uniqueness part of Theorem 7.3 follows by the π-λ theorem. Indeed, the family of
measurable rectangles is a π-system, and writing X =

⋃
n∈NXn with X1 ⊆ X2 ⊆ . . . such

that µ(Xn) < ∞ and Y =
⋃

n∈N Yn with Y1 ⊆ Y2 ⊆ . . . such that ν(Yn) < ∞, the family
L = {E ∈ B ⊗ C : ρ1(E ∩ (Xn × Yn)) = ρ2(E ∩ (Xn × Yn))} is a λ-system for any two product
measures ρ1, ρ2 : B ⊗ C → [0,∞]. Therefore, L = B ⊗ C, so ρ1 = ρ2. As a consequence, it makes
sense to talk about the product measure for products of σ-finite spaces.

For the existence part of Theorem 7.3, several different constructions of product measures are
possible. In the case of non-σ-finite spaces, different constructions may produce different measures.
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1. Cross-Sectional Product Measures and the Fubini–Tonelli Theorem

Definition 7.4

Let X and Y be sets, and let (x, y) ∈ X × Y .

• for a set E ⊆ X × Y , the x-section Ex and the y-section Ey of E are defined by

Ex = {v ∈ Y : (x, v) ∈ E} and Ey = {u ∈ X : (u, y) ∈ E}.
• for a function f defined on X × Y , the x-section fx and the y-section fy of E are
defined by

fx(v) = f(x, v) and fy(u) = f(u, y).

Remark. If E ⊆ X × Y , then we have the identities (1E)x = 1Ex and (1E)
y = 1Ey .

Proposition 7.5

Let (X,B) and (Y, C) be measurable spaces.

(1) If E ∈ B ⊗ C, then Ex ∈ C for every x ∈ X and Ey ∈ B for every y ∈ Y .
(2) If f is a (B⊗C)-measurable function on X×Y , then fx is C-measurable for every x ∈ X

and fy is B-measurable for every y ∈ Y .

Proof. (1) Consider the family

F = {E ⊆ X × Y : Ex ∈ C for every x ∈ X and Ey ∈ B for every y ∈ Y }.
Then F contains all measurable rectangles, since

(B × C)x =

{
C, if x ∈ B;

∅, if x /∈ B,
and (B × C)y =

{
B, if y ∈ C;

∅, if y /∈ C.
(7.1)

Moreover, since taking cross-sections is compatible with (countable) unions and complements,
F is a σ-algebra. Hence, B ⊗ C ⊆ F , which proves (1).

(2) This follows from (1) by noting that pre-images are compatible with cross-sections in
the sense that (fx)

−1(E) = (f−1(E))x and (fy)−1(E) = (f−1(E))y. □

Theorem 7.6

Let (X,B, µ) and (Y, C, ν) be measure spaces.

(1) If ν is s-finite, then the map x 7→ ν(Ex) is measurable, and ρ : B⊗C → [0,∞] defined by

ρ(E) =

∫
X
ν(Ex) dµ(x)

is a product measure of µ and ν.
(2) If µ and ν are both s-finite, then∫

X
ν(Ex) dµ(x) =

∫
Y
µ(Ey) dν(y)

for every E ∈ B ⊗ C.

Proof. (1) Suppose ν is s-finite.
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Claim 1. The map x 7→ ν(Ex) is measurable.

We can write ν =
∑∞

n=1 νn for some finite measures νn : C → [0,∞). Since a countable sum
of measurable functions is measurable, it suffices to prove measurability under the stronger
hypothesis that ν is finite.

Consider the family of sets

L = {E ⊆ X × Y : x 7→ ν(Ex) is measurable} .
Using (7.1), we see that L contains the π-system of measurable rectangles. By the π-λ
theorem, it therefore suffices to prove that L is a λ-system.

The set X × Y is a measurable rectangle so belongs to L.
Suppose E ∈ L. Noting that ((X × Y ) \ E)x = Y \ Ex, we have that

ν(((X × Y ) \ E)x) = ν(Y )− ν(Ex)

is measurable, so (X × Y ) \ E ∈ L.
Finally, if (En)n∈N is a sequence of pairwise disjoint elements of L and E =

⊔
n∈NEn,

then

ν(Ex) =

∞∑
n=1

ν((En)x)

is measurable, so E ∈ L.

Measurability of x 7→ ν(Ex) means that ρ is a well-defined function.

Claim 2. ρ is a measure on (X × Y,B ⊗ C).

Since ∅x = ∅ for every x ∈ X, we have

ρ(∅) =
∫
X
ν(∅) dµ =

∫
X
0 dµ = 0 · µ(X) = 0.

Suppose (En)n∈N is a sequence of pairwise disjoint measurable subsets of X × Y . Then

ρ

(⊔
n∈N

En

)
=

∫
X
ν

(⊔
n∈N

(En)x

)
dµ(x)

=

∫
X

∞∑
n=1

ν((En)x) dµ(x)

(∗)
=

∞∑
n=1

∫
X
ν((En)x) dµ(x)

=

∞∑
n=1

ρ(En).

In step (∗), we used Theorem 3.12.

Claim 3. ρ is a product measure of µ and ν.
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Let B ∈ B and C ∈ C. As noted previously (see (7.1)), (B ⊗ C)x = C if x ∈ B and
(B ⊗ C)x = ∅ if x /∈ B. Hence, the function x 7→ ν((B ⊗ C)x) is a simple function, and
integrating with respect to µ gives

ρ(B × C) =

∫
X
ν((B ⊗ C)x) dµ(x) = ν(C) · µ(B) + ν(∅) · µ(X \B) = µ(B)ν(C).

(2) Now suppose µ and ν are s-finite. Let

ρ1(E) =

∫
X
ν(Ex) dµ(x) and ρ2(E) =

∫
Y
µ(Ey) dµ(y).

Claim 3. ρ1 = ρ2

Write µ =
∑∞

n=1 µn and ν =
∑∞

n=1 νn for some finite measures µn, νn. Then by Theorem
3.12,

ρ1(E) =
∑
m,n

∫
X
νn(Ex) dµm(x) and ρ2(E) =

∑
m,n

∫
Y
µm(Ey) dνn(y). (7.2)

For each m,n ∈ N, the measures

ρ1,m,n(E) =

∫
X
νn(Ex) dµm(x) and ρ2,m,n(E) =

∫
Y
µm(Ey) dνn(y)

are product measures of µm and νn (by Claims 1 and 2). But the product of (σ-)finite
measures is unique, so ρ1,m,n = ρ2,m,n. Hence, by (7.2), ρ1 = ρ2.

□

Definition 7.7

Given s-finite measure spaces (X,B, µ) and (Y, C, ν), we call the product measure obtained

by Theorem 7.6 the cross-sectional product measure and denote it by µ
cs
⊗ ν.

Theorem 7.6 extends to a result about integration of measurable functions on products of s-finite
measure spaces.

Theorem 7.8: Fubini–Tonelli Theorem

Let (X,B, µ) and (Y, C, ν) be s-finite measure spaces.

(1) (Tonelli) Let f : X × Y → [0,∞] be a (B ⊗ C)-measurable function. Then x 7→
∫
Y fx dν

and y 7→
∫
X fy dµ are measurable functions, and∫

X×Y
f d(µ

cs
⊗ ν) =

∫
X

(∫
Y
f(x, y) dν(y)

)
dµ(x) =

∫
Y

(∫
X
f(x, y) dµ(x)

)
dν(y). (7.3)

(2) (Fubini) Suppose f ∈ L1(µ
cs
⊗ ν). Then fx ∈ L1(ν) for µ-a.e. x ∈ X, fy ∈ L1(µ) for

ν-a.e. y ∈ Y , the almost-everywhere defined functions x 7→
∫
Y fx dν and y 7→

∫
X fy dµ

belong to L1(µ) and L1(ν) respectively, and (7.3) holds.

Proof. (1) If f = 1E for some E ∈ B ⊗ C, then (1) holds by Theorem 7.6. Hence, (1) holds
for simple functions. For general f , let (fn)n∈N be a sequence of simple functions such that
0 ≤ f1 ≤ f2 ≤ . . . and fn → f pointwise as in Proposition 3.7. Then (fn)x increases to fx
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and (fn)
y increases to fy, so (7.3) holds by repeated application of the monotone convergence

theorem.

(2) Let f ∈ L1(µ
cs
⊗ ν). By (1),∫

X×Y
|f | d(µ

cs
⊗ ν) =

∫
X

(∫
Y
|fx| dν

)
dµ(x) =

∫
Y

(∫
X
|fy| dµ

)
dν(y).

This integral is finite, so
∫
Y |fx| dν < ∞ for µ-a.e. x ∈ X and

∫
X |fy| dµ < ∞ for ν-a.e. y ∈ Y

by Proposition 3.20. That is, fx ∈ L1(ν) for µ-a.e. x ∈ X, and fy ∈ L1(µ) for ν-a.e. y ∈ Y .
Moreover, by the triangle inequality for integrals,∫

X

∣∣∣∣∫
Y
fx dν

∣∣∣∣ dµ(x) ≤ ∫
X

(∫
Y
|fx| dν

)
dµ(x) <∞

and similarly for the iterated integral in the other order.
The identity (7.3) holds for the positive and negative parts of the real and imaginary parts

of f by (1), and these can be recombined to conclude (7.3) for the function f itself. □

Example 7.9

Let λ be the Lebesgue measure on R. For an integrable function f , the Fourier transform of

f is the function f̂ : R → R defined by f̂(ξ) =
∫
R f(x)e

−2πiξx dx. Given integrable functions
f and g, we define the convolution (f ∗ g)(x) =

∫
R f(x−y)g(y) dy. Then f ∗ g is well-defined

almost everywhere, integrable, and (̂f ∗ g)(ξ) = f̂(ξ)ĝ(ξ).
To see this, consider the function Φ(x, y) = f(x− y)g(y). Since f and g are measurable,

Φ is also measurable. Moreover, by Tonelli’s theorem,∫
R2

|Φ(x, y)| d(x, y) =
∫
R
|g(y)|

(∫
R
|f(x− y)| dx

)
dy =

(∫
R
|f | dλ

)(∫
R
|g| dλ

)
<∞.

Therefore, by Fubini’s thoerem, f ∗ g is almost everywhere well-defined, integrable, and
satisifies

(̂f ∗ g)(ξ) =
∫
R
(f ∗ g)(x)e−2πiξx dx

=

∫
R

∫
R
f(x− y)g(y)e−2πiξx dy dx

=

∫
R

∫
R
f(x− y)g(y)e−2πiξx dx dy

=

∫
R

∫
R
f(t)g(y)e−2πiξ(t+y) dt dy

=

∫
R
f(t)e−2πiξt dt

∫
R
g(y)e−2πiξy dy

= f̂(ξ)ĝ(ξ).

As in the example above, the utility of Fubini’s theorem is often interchanging the order of an
iterated integral, and the product measure acts simply as an auxiliary object to justify this swap.
In practice, this means that we do not need to be particularly concerned by the fact that there may
be more than one product measure. The validity of the Fubini–Tonelli theorem for s-finite (and
not necessarily σ-finite) measures has found applications in the theory of Markov processes [2].
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2. The Maximal Product Measure

Let (X,B) and (Y, C) be measurable spaces. The intersection of measurable rectangles B1×C1

and B2 × C2 is again a measurable rectangle: (B1 × C1) ∩ (B2 × C2) = (B1 ∩ B2) × (C1 ∩ C2).
The complement of a measurable rectangle is a disjoint union of three measurable rectangles:
(B ×C)c = (Bc ×C)⊔ (B ×Cc)⊔ (Bc ×Cc). Thus, the family of measurable rectangles is a semi-
algebra on X × Y . We can therefore build a product measure using an outer measure construction
similar to what appeared in Section 3.

We may define an algebra

A =

{
n⊔

i=1

(Bi × Ci) : n ∈ N, B1 × C1, . . . , Bn × Cn pairwise disjoint measurable rectangles

}
.

Given measures µ : B → [0,∞] and ν : C → [0,∞] on X and Y respectively, we define a premeasure
ρ0 on A by

ρ0

(
n⊔

i=1

(Bi × Ci)

)
=

n∑
i=1

µ(Bi)ν(Ci).

We can then extend ρ0 to an outer measure

ρ∗(E) = inf

{ ∞∑
n=1

ρ0(An) : E ⊆
⋃
n∈N

An, An ∈ A

}

= inf

{ ∞∑
n=1

µ(Bn)ν(Cn) : E ⊆
⋃
n∈N

(Bn × Cn), Bn ∈ B, Cn ∈ C

}

by Proposition 5.22. By Lemma 5.25, elements of A are ρ∗-measurable, and so ρ = ρ∗|B⊗C defines
a product measure by Theorem 5.24. When it is ambiguous (i.e., when dealing with non-σ-finite

spaces), we will denote this product measure by µ
max
⊗ ν and refer to it as the maximal product

measure of µ and ν. The reason for this terminology is the following theorem.

Theorem 7.10

Let (X,B, µ) and (Y, C, ν) be measure spaces. Then for every E ∈ B ⊗ C,

(µ
max
⊗ ν)(E) = sup {ρ(E) : ρ is a product measure of µ and ν} .

Moreover, if (µ
max
⊗ ν)(E) <∞, then ρ(E) = (µ

max
⊗ ν)(E) for every product measure ρ.

Example 7.11

Let X = [0, 1], B = Borel([0, 1]), and let µ be the Lebesgue measure on [0, 1]. Let Y = [0, 1]
also but with the σ-algebra C = P([0, 1]) and counting measure ν. Note that, since Y is
uncountable, ν is not s-finite. However, µ is (s-)finite, so can define a cross-sectional product
measure ρ : B ⊗ C → [0,∞] by

ρ(E) =

∫
Y
µ(Ey) dν(y) =

∑
y∈Y

µ(Ey).

To see that this is different than the product measure µ
max
⊗ ν, consider the diagonal

∆ = {(t, t) : t ∈ [0, 1]}.
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Using the cross-sectional product measure, we have

ρ(∆) =
∑
y∈Y

µ({y}) = 0.

Now let us compute the measure (µ
max
⊗ ν)(∆). Let (Bn × Cn)n∈N be a family of

measurable rectangles such that ∆ ⊆
⋃

n∈N(Bn × Cn). Let S = {n ∈ N : µ(Bn) = 0}, and
let E =

⋃
n∈S Bn. Then F = [0, 1] \ E has µ(F ) = 1, and ∆F = {(t, t) : t ∈ F} satisfies

∆F ⊆
⋃

n/∈S(Bn × Cn). Since µ(F ) = 1, F is uncountable. But F ⊆
⋃

n/∈S Cn, so Cn0 is
uncountable (in particular, infinite) for some n0 /∈ S. Therefore,

∞∑
n=1

µ(Bn)ν(Cn) ≥ µ(Bn0)︸ ︷︷ ︸
>0

ν(Cn0)︸ ︷︷ ︸
∞

= ∞.

This proves (µ
max
⊗ ν)(∆) = ∞.

Proof of Theorem 7.10. Let ρ be a product measure of µ and ν and let E ∈ B⊗C. Suppose
(Bn × Cn)n∈N is a family of measurable rectangles such that E ⊆

⋃
n∈N(Bn × Cn). Then by

countable subadditivity of ρ and the fact that ρ is a product measure, we have

ρ(E) ≤
∞∑
n=1

ρ(Bn × Cn) =
∞∑
n=1

µ(Bn)ν(Cn).

Taking an infimum over such families, we conclude ρ(E) ≤ (µ
max
⊗ ν)(E). This proves the first

part of the theorem.

Suppose E ∈ B ⊗ C and (µ
max
⊗ ν)(E) < ∞. Let ε > 0. There exists a family (Bn × Cn)n∈N

of measurable rectangles such that E ⊆
⋃

n∈N(Bn × Cn) and

∞∑
n=1

µ(Bn)ν(Cn) ≤ (µ
max
⊗ ν)(E) + ε.

Let A =
⋃

n∈N(Bn × Cn). By countable subadditivity and monotonicity,

(µ
max
⊗ ν)(E) ≤ (µ

max
⊗ ν)(A) ≤

∞∑
n=1

µ(Bn)ν(Cn) ≤ (µ
max
⊗ ν)(E) + ε.

In particular, (µ
max
⊗ ν)(A\E) < ε. By the first part of the theorem, it follows that ρ(A\E) < ε.

Define a sequence (An)n∈N in the algebra A generated by measurable rectangles by A1 =
B1 × C1 and An = (Bn × Cn) \ (A1 ∪ . . . An−1) for n ≥ 2. Then the sets (An)n∈N are pairwise
disjoint and

⋃
n∈NAn = A. Moreover, since the rectangles satisfy µ(Bn)ν(Cn) < ∞ for every

n ∈ N, additivity of the arbitrary product measure ρ implies that the value ρ(An) is the same
for every product measure. Therefore,

ρ(A) =
∞∑
n=1

ρ(An) =
∞∑
n=1

(µ
max
⊗ ν)(An) = (µ

max
⊗ ν)(A).

Thus,

ρ(E) = ρ(A)− ρ(A \ E) > (µ
max
⊗ ν)(A)− ε.

Combining with the first part of the theorem, we conclude ρ(E) = (µ
max
⊗ ν)(E). □
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